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1 [bookmark: OLE_LINK1]Introduction
We made the following progress at the RAN3#123-bis meeting.
	For XR DC, RAN3 agree to support MN-terminated MCG bearer, SN-terminated SCG bearer, MN-terminated SCG bearer, and SN-terminated MCG bearer.
PDU set based handling:
Add the behavior text on handling the PDU Set QoS Parameters IE in S-NG-RAN node Addition Preparation procedure and M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure.
WA: SN reports the PDU Set based Handling Indicator in S-NG-RAN node Addition Preparation procedure and M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure for the MN-terminated SCG bearer, SN-terminated MCG bearer and SN-terminated SCG bearer. FFS on whether non-homogenous DC is supported or not. 
ECN marking:
Enhance the S-NG-RAN node Addition Preparation procedure and M-NG-RAN node initiated S-NG-RAN node Modification Preparation procedure, to transfer the ECN Marking or Congestion Information Reporting Request IE to S-NG-RAN node, and support the S-NG-RAN node to report ECN Marking or Congestion Information Reporting Status to M-NG-RAN node.
PSI Discard coordination:
The PDCP host node to inform the corresponding node about whether the UL PSI based SDU discarding is (re)configured/released for MN-terminated SCG bearer and SN-terminated MCG bearer over XnAP.
UL PSI based discard coordination for split bearer between MN and SN will not be considered for NR-DC. FFS whether MN/SN can inform SN/MN about the (de)activation of the UL PSI based discard for the split bearer.
FFS on whether and how to support DL PSI based discard for NR-DC.
FFS on BAT reporting in NR-DC.



This paper further discusses how to support XR in DC.
[bookmark: OLE_LINK5]2	Discussion
[bookmark: OLE_LINK7]2.1	PDU set based handling
[bookmark: OLE_LINK3]In Rel-18, non-homogenous support was considered for the Xn handover and UE context retrieval scenarios, i.e. the source/old NG-RAN node can know whether the target/new NG-RAN node supports PDU set based handling via the PDU Set based Handling Indicator IE so that the source/old NG-RAN nodes can decide whether to include the PDU Set Information Container in the data to be forwarded.
Observation 1: In Rel-18, the source/old NG-RAN node can know whether the target/new NG-RAN node supports PDU set based handling via the PDU Set based Handling Indicator IE for the Xn handover and UE context retrieval scenarios.
In DC case, non-homogenous support should also be considered between MN and SN, i.e. the MN needs to know whether the SN supports PDU set based handling to decide whether to include the PDU Set Information Container in the data to be forwarded to the SN. If the SN addition or SN modification request message includes the PDU Set QoS Parameters IE, the SN needs to send the PDU Set based Handling Indicator IE in the SN addition or SN modification request acknowledge message to indicate whether the SN supports PDU Set based handling.
Observation 2: The MN needs to know whether the SN supports PDU set based handling to decide whether to include the PDU Set Information Container in the data to be forwarded to the SN.
Proposal 1: Add the PDU Set based Handling Indicator IE in the SN addition request acknowledge message and SN modification request acknowledge message.
2.2	ECN marking
At the last meeting, we only added the ECN marking related IEs for the MN-terminated SCG bearer in the XnAP BL CR. The SN terminated bearer case needs to be further considered.
For SN terminated bearer, the MN sends the ECN Marking or Congestion Information Reporting Request per QoS flow to the SN since the SN is the PDCP hosting node that decides the QoS flow to DRB mapping. Therefore, the ECN Marking or Congestion Information Reporting Request IE per QoS flow needs to be added in the PDU Session Resource Setup Info – SN terminated IE and PDU Session Resource Modification Info – SN terminated IE.
[bookmark: OLE_LINK13][bookmark: OLE_LINK12]Proposal 2: Add the ECN Marking or Congestion Information Reporting Request IE per QoS flow in the PDU Session Resource Setup Info – SN terminated IE and PDU Session Resource Modification Info – SN terminated IE for SN terminated bearer.
[bookmark: OLE_LINK19]For SN terminated bearer using MCG resources, the SN can know the status at the MN side based on the ECN Marking or Congestion Information Reporting Request IE. if the SN chooses the status different from MN's request, the MN needs to adjust the status based on SN's feedback. For example, the MN sends a activation request to the SN, the SN can know the MN is able to activate the ECN marking at the MN side. If the SN sends the “active” status to the MN, the MN confirms that ECN marking can be activated. If the SN sends “not active status” to the MN, the MN knows that ECN marking can not be activated. There is no need to introduce extra signalling to support coordination between the SN and the MN.
[bookmark: OLE_LINK20]Observation 3: For SN terminated bearer using MCG resources, the SN can know the status at the MN side based on the ECN Marking or Congestion Information Reporting Request IE. There is no need to introduce extra signalling to support coordination between the SN and the MN.
Therefore, the SN sends the ECN Marking or Congestion Information Reporting Status per DRB to the MN for SN terminated bearer. The ECN Marking or Congestion Information Reporting Status IE per DRB needs to be added in the PDU Session Resource Setup Response Info – SN terminated IE and PDU Session Resource Modification Response Info – SN terminated IE.
Proposal 3: Add the ECN Marking or Congestion Information Reporting Status IE per DRB in the PDU Session Resource Setup Response Info – SN terminated IE and PDU Session Resource Modification Response Info – SN terminated IE.
[bookmark: OLE_LINK11]For split bearer, there is another issue needs to be considered, i.e. if the congestion information reported from the two path is different, then how the PDCP hosting node performs ECN marking or congestion information reporting.
Proposal 4: RAN3 to discuss how the PDCP hosting node performs ECN marking or congestion information reporting for split bearers if the congestion information reported from the two path is different.
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]2.4	PSI Discard coordination
There are two left issues for PSI discard coordination.
- FFS whether MN/SN can inform SN/MN about the (de)activation of the UL PSI based discard for the split bearer.
- FFS on whether and how to support DL PSI based discard for NR-DC.
For the first issue, considering that such notification has not been introduced for PDCP duplication, we prefer not to introduce it for XR.
Observation 4: There is no notification between SN and the MN for PDCP duplication.
Proposal 5: RAN3 does not support the notification of the (de)activation of the UL PSI based discard for the split bearer between the MN and the SN.
[bookmark: OLE_LINK15]For the second issue, we think there are no enhancements needed to support  DL PSI based discard operation for NR-DC.
Proposal 6: No enhancements are needed to support  DL PSI based discard operation for NR-DC.
2.3	Burst Arrival Time reporting
[bookmark: OLE_LINK6]RAN2 has defined the UL BAT indicated as referenceTime or referenceSFN-AndSlot. When the BAT is indicated as referenceSFN-AndSlot, it is a relative time to PCell. If the PCell and PSCell are not synchronized, there may be issue if the SN uses the BAT indicated as referenceSFN-AndSlot.
	
burstArrivalTime-r18                  CHOICE {
        referenceTime                         ReferenceTime-r16,
        referenceSFN-AndSlot                  ReferenceSFN-AndSlot-r18
    }   




	UL-TrafficInfo field descriptions

	burstArrivalTime
Indicates the expected arrival time of the first packet of the Data Burst for the concerned QoS flow. If the UE provides both burstArrivalTime and jitterRange, burstArrivalTime is used as a reference time for the indicated jitter range.
If burstArrivalTime is indicated as referenceTime, the indicated time in 10ns unit from the origin is refDays*86400*1000*100000 + refSeconds*1000*100000 + refMilliSeconds*100000 + refTenNanoSeconds. The refDays field specifies the sequential number of days (with day count starting at 0) from 00:00:00 on Gregorian calendar date 6 January, 1980 (start of GPS time).
If burstArrivalTime is indicated as referenceSFN-AndSlot, it refers to the UL timing of the closest SFN and slot of the PCell with the indicated number.



Observation 5: When the UL BAT is indicated as referenceSFN-AndSlot, it is a relative time to PCell.
[bookmark: OLE_LINK14][bookmark: OLE_LINK4]Observation 6: If the PCell and PSCell are not synchronized, there may be issue if the SN uses the UL BAT indicated as referenceSFN-AndSlot.
A similar issue exists for Rel-18 XR is that for the handover case, the target gNB can not use the BAT received from the source gNB directly if the source and the target gNBs are not synchronized. Therefore, we endorsed R3-241784 at the last meeting to clarify that the target gNB needs to recalculate the burst arrival time based on the SFN offset between the source and target gNBs when they are not synchronized. 
Observation 7: For Rel-18 XR, we endorsed R3-241784 at the last meeting to clarify that the target gNB needs to recalculate the burst arrival time based on the SFN offset between the source and target gNBs when they are not synchronized.
We think a similar implementation based solution should be considered for the DC case to keep align with the handover case, i.e. the SN uses the SFN offset between the MN and SN to get the correct BAT.
[bookmark: OLE_LINK10][bookmark: OLE_LINK16]Proposal 7: The SN uses the SFN offset between the MN and SN to get the correct BAT when the MN and SN are not synchronized.
2.5	SA2 LS
[bookmark: _Hlk164248013]In the SA2 LS R3-243113, three questions are related to RAN3. 
Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?
Considering that existing R18 PDU Set information only includes the information about a single PDU set, and does not include the inter-PDU set correlation information, RAN can only determine to discard a single PDU set, and it can not discard the correlated PDU sets. For example, if a PDU set 2 depends on PDU set 1 for decoding, and if PDU set 1 is discarded, the PDU set 2 can not be decoded at the receiving side, but the transmitting side cannot proactively discard the PDU set 2 when the PDU set 1 is lost because it cannot know the PDU set correlation information. If the inter-PDU set correlation information can be provided, PDU set discarding will be more efficient.
[bookmark: OLE_LINK18]Observation 8: From RAN3 perspective, adding inter-PDU set correlation information can assist RAN making PDU set discarding decision more efficiently (e.g. redundant PDU sets can be discarded based on the inter-PDU set correlation information).
Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows.
Based on the network capacity and scheduling information, it is feasible for NG-RAN to provide the available data rate for the (non-)GBR QoS Flows or available maximal data rate for a QoS flow, which can assist the application layer to adjust the coding rate when the network is in congestion state.
[bookmark: OLE_LINK21]Observation 9: From RAN3 perspective, it is feasible for NG-RAN  to provide the available data rate for the (non-)GBR QoS Flows.
Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.
The reference time point of DL PDU delay measurement is based on the MAC scheduling occasion, and the DL PDU delay is an average delay instead of a per PDU delay. It will bring big impact on RAN to determine the RAN part of DL PDU set delay, e.g. the RAN part delay of the last PDU in PDU set. Considering that Packet Uu Loss Rate is also measured in RLC layer and is also an average value, it will also bring big impact to RAN to determine DL PDU set Loss Rate.
Observation 10: From RAN3 perspective, it will bring big impact on RAN to provide the DL PDU set delay and DL PDU set Loss Rate.
Proposal 8: Send the reply LS to SA2 indicating:
- For Q1: From RAN3 perspective, adding inter-PDU set correlation information can assist RAN making PDU set discarding decision more efficiently (e.g. redundant PDU sets can be discarded based on the inter-PDU set correlation information).
- For Q3: From RAN3 perspective, it is feasible for NG-RAN  to provide the available data rate for the (non-)GBR QoS Flows.
- For Q6: From RAN3 perspective, it will bring big impact on RAN to provide the DL PDU set delay and DL PDU set Loss Rate.
3	Conclusion
Based on above analysis, we provide the following observations and proposals.
Observation 1: In Rel-18, the source/old NG-RAN node can know whether the target/new NG-RAN node supports PDU set based handling via the PDU Set based Handling Indicator IE for the Xn handover and UE context retrieval scenarios.
Observation 2: The MN needs to know whether the SN supports PDU set based handling to decide whether to include the PDU Set Information Container in the data to be forwarded to the SN.
Proposal 1: Add the PDU Set based Handling Indicator IE in the SN addition request acknowledge message and SN modification request acknowledge message.
Proposal 2: Add the ECN Marking or Congestion Information Reporting Request IE per QoS flow in the PDU Session Resource Setup Info – SN terminated IE and PDU Session Resource Modification Info – SN terminated IE for SN terminated bearer.
Observation 3: For SN terminated bearer using MCG resources, the SN can know the status at the MN side based on the ECN Marking or Congestion Information Reporting Request IE. There is no need to introduce extra signalling to support coordination between the SN and the MN.
Proposal 3: Add the ECN Marking or Congestion Information Reporting Status IE per DRB in the PDU Session Resource Setup Response Info – SN terminated IE and PDU Session Resource Modification Response Info – SN terminated IE.
Proposal 4: RAN3 to discuss how the PDCP hosting node performs ECN marking or congestion information reporting for split bearers if the congestion information reported from the two path is different.
Observation 4: There is no notification between SN and the MN for PDCP duplication.
Proposal 5: RAN3 does not support the notification of the (de)activation of the UL PSI based discard for the split bearer between the MN and the SN.
Proposal 6: No enhancements are needed to support  DL PSI based discard operation for NR-DC.
Observation 5: When the UL BAT is indicated as referenceSFN-AndSlot, it is a relative time to PCell.
Observation 6: If the PCell and PSCell are not synchronized, there may be issue if the SN uses the UL BAT indicated as referenceSFN-AndSlot.
Observation 7: For Rel-18 XR, we endorsed R3-241784 at the last meeting to clarify that the target gNB needs to recalculate the burst arrival time based on the SFN offset between the source and target gNBs when they are not synchronized.
Proposal 7: The SN uses the SFN offset between the MN and SN to get the correct BAT when the MN and SN are not synchronized.
Observation 8: From RAN3 perspective, adding inter-PDU set correlation information can assist RAN making PDU set discarding decision more efficiently (e.g. redundant PDU sets can be discarded based on the inter-PDU set correlation information).
Observation 9: From RAN3 perspective, it is feasible for NG-RAN  to provide the available data rate for the (non-)GBR QoS Flows.
Observation 10: From RAN3 perspective, it will bring big impact on RAN to provide the DL PDU set delay and DL PDU set Loss Rate.
Proposal 8: Send the reply LS to SA2 indicating:
- For Q1: From RAN3 perspective, adding inter-PDU set correlation information can assist RAN making PDU set discarding decision more efficiently (e.g. redundant PDU sets can be discarded based on the inter-PDU set correlation information).
- For Q3: From RAN3 perspective, it is feasible for NG-RAN  to provide the available data rate for the (non-)GBR QoS Flows.
[bookmark: _GoBack]- For Q6: From RAN3 perspective, it will bring big impact on RAN to provide the DL PDU set delay and DL PDU set Loss Rate.
