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1	Introduction
Significant progress was made on the slicing use case at RAN3#123bis, and a good starting point was captured in TR 38.743. During RAN3#123bis, initial agreements were reached on AI/ML slicing for both non-split and split architecture:
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU). 
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Although in split architecture the location of AI/ML Model training and inference in the gNB-CU has been agreed, an open point remains whether AI/ML Model Inference may be located in the gNB-DU. 
In this paper, we provide some additional aspects on the use case description of AI/ML Model Slicing and related standardization impacts. We further provide our views on the open aspect related to AI/ML Model Inference located in the gNB-DU. 
2	Open points for the slicing use case 
The use case description for slicing in TR 38.743 currently indicates (clause 4.1.1):

Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing and Radio Resources Management decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance related to perform optimal resource management and mobility decisions for network slicing to meet the requirements.

In order to achieve this functionality, it has been captured in the TR that the AI/ML Model may use the following information: Measured/predicted radio resource status per slice, measured/predicted slice available capacity, legacy predicted UE trajectory, and UE radio measurements at cell and beam level.

The information already available in the gNB-CU allows the NG-RAN node to ensure essential functionality for optimization of network performance, like load balancing, which is an important step in helping meeting SLA requirements.

Currently missing is in our view:
· Information for mobility decisions: The aspect of taking mobility decision for the purpose of meeting target requirements derived from the SLA of each supported network slice is already captured as part of the use case description. However the corresponding required information is not defined or made available.
· Further information to help meet SLA requirements for UE performance: As discussed at last meeting, from RAN3 standardization perspective the main reason for an NG-RAN node not to meet target requirements derived from the SLA in terms of performance (e.g. UE throughput, latency) would be an overload situation. Such overload may be prevented by access control and pre-emption mechanisms, but the NG-RAN node should also be enabled to avoid slice overload by optimized resource planning based on predicted information about slice traffic. Predicted slice traffic information, or load per slice, may be locally available today in the NG-RAN node but there is currently no mechanism for an NG-RAN node to collect information about predicted incoming traffic from neighbour nodes. Absence of such information can make it challenging to e.g. ensure the continuity of sliced services for high-mobility UEs.  
· Support of SLA requirements for energy consumption: This aspect is missing from the use case description and from the list of exchanged information.

Information for mobility decisions: 
     
In Rel.18, UE Performance feedback is introduced as a mechanism to provide a measured UE Performance from a target node to a source node, in terms of an Average UE Throughput in UL or DL direction, Average Packet Delay and Average Packet Loss DL, of a handed over UE. However, the reported UE performance is measured to be the total average UE Performance. In practice, a UE may support multiple slices. Each slice is associated with one or more PDU session that provides the path for user data transfer. Each PDU session may support a number of QoS flows, which may receive different treatment within the slice. However, currently only legacy UE performance feedback is agreed as feedback information towards the AI/ML model. It seems clear that reporting the overall UE Performance (e.g. average over all slices) does not provide sufficient information on the impact of the handover on the performance on different PDU sessions (slices) or QoS flows.

Proposal 1: Enhance measured UE Performance reporting to also provide finer granularity of reporting per PDU session or per QoS flow. 

Predicted Traffic of Slices
Slice aware Load Balancing techniques will attempt to equalize the load of different slices e.g., by offloading the traffic to different frequency layers in order to avoid slice overload. However, predicted load exchanged between neighbouring nodes lacks information about predicted incoming traffic. Having information on the actual traffic that is predicted to be handled by a node enables this node to allocate its slice resources proactively in order to accommodate all the predicted incoming traffic, e.g. for high-mobility UEs, and anticipate resource management between slices to ensure that the required resources are available when needed. 

Proposal 2: To enhance a node’s ability to anticipate incoming traffic from different network nodes we propose to exchange predicted traffic between NG-RAN nodes.  


Support of SLA requirements for energy consumption:

TS 22.261 provides service requirements on energy saving related aspect to enable verticals and operators to save energy. Specifically, the following energy-related requirements are described for Energy Related Information as Service Criteria (TS 22.261 clause 6.15a.2.2):
· Subject to user consent, operator policy and regulatory requirements, the 5G system shall be able to provide means to operate part or the whole network according to energy consumption requirements, which may be based on subscription policies or requested by an authorized 3rd party
· Subject to user consent and operator policy, 5G system shall be able to provide means to modify a communication service based on energy related information criteria based on subscription policies.
TS 22.261 clause 6.15a.4.2 also describes requirement for Monitoring and Measurement aiming at improving network energy saving at slice level: “Subject to operator's policy, the 5G network shall support energy consumption monitoring at per network slice and per subscriber granularity”. Although SA1 doesn’t require external real-time visibility of the energy consumption per network slice, their requirement provides an additional motivation to enable the gNB to perform energy saving actions at slice level. 
Proposal 3: RAN3 to study AI/ML-based solutions for slicing optimization enabling the network to take into account energy-related information per network slice in line with SA1’s requirements.

Depending on the traffic and the applicable QoS, the traffic-handling requirements may be less or more stringent. Consequently, a slice may become more energy demanding because the reserved time and frequency resources are fully used. For example, depending on the QoS (higher QoS, with more stringent traffic-handling requirements) provided by the slice, the energy consumed may be higher than for other slices providing a different QoS (lower QoS, with less stringent traffic-handling requirements). This may be especially true if time/frequency resources allocated to the slice are getting more fully loaded since a node may need to transmit at higher power in order to accommodate the additional traffic. RAN internally therefore has some means to optimize an energy consumption associated to a slice. 

Similarly to the node level measured Energy Cost introduced in Rel-18 which measures a node-level energy consumption, an Energy Cost reflecting an energy consumption of a slice in a node can be defined. For a node using multiple slices, the energy consumption for each slice can be determined as a proportion of the total energy consumption in the node. A simple way to calculate this proportion is based on the radio resource status of the slice relative to the overall radio resource status of the node.

Proposal 4: To meet the Energy Efficiency requirements in TS 22.261 we propose to optimize the energy consumption of slice operation within the RAN reflected by the Energy Cost metric by enabling the RAN to take a number of actions, such as moving of UEs between frequency layers or reallocation of slice resources for one or more UEs.

We provide further details on the required updates of use case description and solutions in section 3. 

3.	Required Updates to TR 38.743
In this section we provide our proposed updates to the use case description, as well as our proposed new information in the input, output and feedback for AI/ML Network Slicing, besides the information that was already agreed in the last meeting. 


Use case description:
The current use case description refers to “mobility, load balancing and Radio Resources Management decisions”. This can be extended to comprise energy saving decision:
“The NG-RAN plays a key role in taking mobility, load balancing, and Radio Resources Management and energy saving decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.”


Input from local node
· Measured Energy Cost per slice (per UE, per cell)
· Predicted Energy Cost per slice (per UE, per cell)

Input from neighbouring nodes
· Predicted traffic to be handed over from the neighbouring gNB to the local node (per slice per target cell)
· Measured Energy Cost per slice (per UE, per cell)
· Predicted Energy Cost per slice (per UE, per cell)

Output
· Predicted Energy Cost per slice (per UE, per cell)
· Slice-aware energy saving decisions, e.g., moving UEs between frequency layers to minimize Energy Cost of a slice, reallocation of slice resources for one or more UEs to minimize Energy Cost of a slice

Feedback
· Measured Energy Cost per slice (per UE, per cell)
· UE Performance (total per UE, per PDU session, per QoS flow)

Proposal 5: RAN3 to include the above updates to the use case and solution description. 

Finally, we propose to agree the TP in the annex of this contribution discussing the AI/ML slicing use case, solutions and standards impacts.
Proposal 6: Agree the TP in the annex discussing the AI/ML slicing use case, solutions, and standards impacts.

4	AI/ML in the gNB-DU

In the last meeting some companies proposed to consider predictions at the gNB-DU for the AI/ML slicing use case. Some companies proposed that gNB-DU should predict slice level PRB usage since this is information that can be measured at the gNB-DU. However, during Rel-17 we had discussions on whether resource status information is predicted at the gNB-DU or at the gNB-CU. The proponents of the idea to consider inference in the gNB-DU is that a gNB-DU may use internal knowledge in order to predict more accurately its own load.  On the other hand, gNB-CU has access also to RRC measurements from UE or UE QoS and a better visibility to UE mobility across gNB-DUs as well as access to neighbour relation information so it is in a better position to predict load. Therefore, as an outcome of those discussions we concluded that AI/ML inference shall be in the gNB-CU. 
The benefits of having a single AI/ML Inference function at the gNB-CU with respect to simplicity of the specified solution were recognized and in RAN3 #114-e we agreed the text that was captured in TR 37.817 for each use case, namely:
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Since in the current Rel-18 solution a gNB-CU can support predicted radio resource status, duplicating the functionality in the gNB-DU does not seem beneficial.  
In addition, with respect to AI/ML Inference in the gNB-DU purely with respect to Rel-19 AI/ML Slicing use case, the latter is based on predictions on UE, cell or slice level. We therefore don’t see any particular motivation for support of this use case by AI/ML Model training or inference in the gNB-DU. 

Proposal 7: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML Slicing use case.
5	Conclusion
In this contribution, we make the following observations and proposals:
Proposal 1: Enhance measured UE Performance reporting to also provide finer granularity of reporting per PDU session or per QoS flow. 

Proposal 2: To enhance a node’s ability to anticipate incoming traffic from different network nodes we propose to exchange predicted traffic between NG-RAN nodes.  

Proposal 3: RAN3 to study AI/ML-based solutions for slicing optimization enabling the network to take into account energy-related information per network slice in line with SA1’s requirements.

Proposal 4: To meet the Energy Efficiency requirements in TS 22.261 we propose to optimize the energy consumption of slice operation within the RAN reflected by the Energy Cost metric by enabling the RAN to take a number of actions, such as moving of UEs between frequency layers or reallocation of slice resources for one or more UEs.

Proposal 5: RAN3 to include the above updates to the use case and solution description. 

Proposal 6: Agree the TP in the annex discussing the AI/ML slicing use case, solutions, and standards impacts.
Proposal 7: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML Slicing use case.
Annex TP for TR 38.743
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[bookmark: _Toc163479938]4	Use cases and Solutions
[bookmark: _Toc163479939]4.1	AI/ML based Network Slicing
[bookmark: _Toc163479940]4.1.1	Use case description
Editor Note: Capture the description of use case
Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing, and Radio Resources Management and energy saving decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance related to perform optimal resource management and mobility decisions for network slicing to meet the requirements.
[bookmark: _Toc163479941]4.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
[bookmark: _Toc100154994][bookmark: _Toc100154487][bookmark: _Toc100154278][bookmark: _Toc100153147][bookmark: _Toc99489542][bookmark: _Toc97840230]4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.

[bookmark: _Toc100154997][bookmark: _Toc100154490][bookmark: _Toc100154281][bookmark: _Toc100153150][bookmark: _Toc99489545][bookmark: _Toc97840233]4.1.2.4	Input data of AI/ML based Network Slicing:
To predict the optimized network slicing decisions, a gNB may need the following information as input data for AI/ML-based network slicing:
From local node: 
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
[bookmark: _Hlk87285238]-	Legacy predicted UE trajectory
	-	Measured Energy Cost per slice (per UE, per cell)
	-	Predicted Energy Cost per slice (per UE, per cell)


From neighbouring gNBs:
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Predicted traffic to be handed over from the neighbouring gNB to the local node (per slice per target cell)
-	Measured Energy Cost per slice (per UE, per cell)
	-	Predicted Energy Cost per slice (per UE, per cell)

From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
4.1.2.5	Output data of AI/ML based Network Slicing:
AI/ML-based network slicing model in a gNB can generate following information as output:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Resource management decisions for resources within RRM policies (used gNB-internally)
· Slice aware mobility decisions (used gNB-internally)
· Slice-aware energy saving decisions, e.g., moving UEs between frequency layers to minimize Energy Cost of a slice, reallocation of slice resources for one or more UEs to minimize Energy Cost of a slice

4.1.2.6	Feedback of AI/ML based Network Slicing:
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected from gNBs:
· Measured Radio resource status per slice 
· Measured Slice available capacity 
· Legacy UE performance feedback for those UEs handed over from the source gNB
·  (total per UE (legacy), per PDU session, per QoS flow)


4.1.2.7	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between gNBs:
· Predicted radio resource status per slice
· Predicted slice available capacity
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