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1. Introduction
In RAN3#123-bis meeting, following agreements for the AI/ML-enabled Network Slicing use case were reached [1], and a description of the use case, including an initial list of data for AI/ML model’s input/output/feedback as well as the identified standards impacts, was agreed in [2]. 
	Capture the use case description of AI/ML assisted network slicing in TR.
The deployment below of AI/ML function is applied to AI/ML based network slicing:
- AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
- AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node (gNB-CU).
Model Inference located in the gNB-DU has been discussed in R18, to be discussed in R18 leftover in “Split architecture support for Rel-18 use cases” taking all use cases into account.
Measured/predicted slice-level radio resource status, and measured/predicted slice available capacity can be transferred between NG-RAN nodes to assist AI/ML network slicing.
Consider the RAN input information for AI/ML model inference in RAN during Rel-19. Input information from CN if available may be studied.
NG-RAN may need following information as input data for AI/ML-based network slicing:
-	From local node:
	-	Legacy predicted UE trajectory
-	From UE:
	-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level      UE measurements
AI/ML-based network slicing model in NG-RAN node can generate following information as output:
· Resource management within RRM policy (Internal output)
· Slice aware mobility decisions (Internal output) 
Following feedback can be considered to be collected from NG-RAN nodes:
· Legacy UE performance feedback for those UEs handed over from the source NG-RAN node


This paper further discusses the AI/ML-based Network Slicing use case based on the latest meeting progress.
2. Discussion
2.1 Use case description for AI/ML-based Network Slicing
In the latest version of the draft TR 38.743 [3], the description for AI/ML-based Network Slicing use case is as follows:
[bookmark: _Toc163479939]4.1	AI/ML based Network Slicing
[bookmark: _Toc163479940]4.1.1	Use case description
Editor Note: Capture the description of use case
Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing and Radio Resources Management decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance related to perform optimal resource management and mobility decisions for network slicing to meet the requirements. 
In current RAN specifications, NG-RAN nodes can exchange the slice-related information, such as the supported slice information, the load measurements and the slice available capacity for each slice. NG-RAN nodes can use such information to perform mobility, load balancing and Radio Resources Management decisions as stated above in the TR. 
With the AI/ML function, NG-RAN can use predicted slice information to improve and optimize in advance the above mobility, load balancing and Radio Resources Management aspects. However, in the current TR, the load balancing part is missing, which we think should be added. For example, with the predicted radio resource status per slice and the predicted slice available capacity of each cell locally and from neighbouring nodes, the NG-RAN can perform some decision for load balancing.
Observation 1: For network slicing, the AI/ML function can also help to improve the load balancing decision of NG-RAN nodes, which is missing in the current use case description of the AI/ML-based Network Slicing use case.
Proposal 1: The predicted slice information (radio resource status per slice and slice available capacity per cell) can be used for load balancing decisions.
2.2 Solutions for AI/ML-based Network Slicing
This section discusses the potential solutions for the above AI/ML-based Network Slicing use case to achieve optimal resource management and mobility decisions purposes.  
We start with the solutions in the split architecture, mainly to discuss the cell-level and UE-level metrics which can be useful for the AI/ML model to properly work. The second part, instead, addresses the non-split architecture. The last part discusses whether the CN involvement is needed.
2.2.1 Cell-level metrics for the AI/ML model
As stated in clause 4.1.1 in the latest version of the draft TR [3], AI/ML function can analyse network-level and UE-level performance metrics to help improving and optimizing the resource management and mobility decisions for slicing. To this end, RAN3 had agreed to introduce the following two cell-level predicted information for slicing: 
· Predicted radio resource status per slice
· Predicted slice available capacity.
In current XnAP specification, we have per-slice radio resource information exchanged over the Xn interface via the Resource Status Reporting procedure, and it is also feasible for the NG-RAN node to predict (and report via the Data Collection Reporting procedure) the following per-cell information:
· Predicted PRB usage of a cell
· Predicted number of connected UEs
· Predicted RRC connections.
We think that the above information, along with the corresponding measured counterparts, all provided by both the local node (hosting the AI/ML model) and the neighbour nodes, can also be used to evaluate the load information on the indicated slices in the future, based on which NG-RAN node can make mobility, load balancing and Radio Resources Management decisions. It is worth to note that the above-listed metrics can already be exchanged, hence there will be no standard impact to make these items available at the AI/ML model in the local node.
Proposal 2: The following cell-level prediction information can be used for the AI/ML-based Network Slicing, provided by both the local and the neighbour nodes, with no additional standard impact:
· Measured/Predicted PRB usage of a cell
· Measured/Predicted number of connected UEs
· Measured/Predicted RRC connections.
2.2.2 UE-level metrics based on AI/ML
According to the latest version of the draft TR [3], RAN3 has agreed that the AI/ML function can also analyse the UE-level performance metrics to then optimize resource management and mobility decisions for network slicing. Therefore, in a mobility scenario where the target node has been provided with predicted slice resource information for a certain UE, the target node would be able to prepare radio resource in advance for that UE. Therefore, the per-UE slice resource prediction information can be useful, and RAN3 should discuss which kind of information can be provided from the source node to the target node. 
In last meeting, RAN3 has agreed that the predicted UE trajectory can be used as input data for the AI/ML model hosted in the local node. Furthermore, we propose the following information of a UE can also be useful for mobility and RRM decisions (representing two of the possible AI/ML model’s output, as per [3]):
· Per-UE current/predicted QoS requirement for each slice (from both local and neighbour nodes)
Proposal 3: The per-UE current/predicted QoS requirement for each slice (from both local and neighbour nodes) can be used as the AI/ML input.
2.2.3 Support of split architecture
According to the discussion in last RAN3 meeting, the main controversy on the support of split architecture is whether the inference should be located in the gNB-DU. In our view we should follow the high-level principles and agreements from Rel-18, i.e., model inference is located in the gNB-CU/gNB-CU-CP, because the necessity for the inference in gNB-DU for AI/ML-based Network Slicing is not clear. And, in our understanding, this has already been reflected in the agreement from the last RAN3 meeting [1]:
The deployment below of AI/ML function is applied to AI/ML based network slicing:
- AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
- AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node (gNB-CU).
Model Inference located in the gNB-DU has been discussed in R18, to be discussed in R18 leftover in “Split architecture support for Rel-18 use cases” taking all use cases into account.
For the red text above (excerpted from [1]), we think that even though resources are managed by the gNB-DU there are other cases, e.g., the AI/ML-based load balancing use case in Rel-18, where the prediction of the radio resource status is done at the gNB-CU. Therefore, why for the AI/ML-based Network Slicing use case this should be done in a different way? Moreover, we think in general that duplicating the gNB-CU functionalities in the gNB-DU is not beneficial and, for the AI/ML-based Network Slicing use case in particular, the gNB-DU could provide slice-related information to the gNB-CU, such as the slice resource information, to help the AI/ML model in the gNB-CU to perform predictions.
Proposal 4: RAN3 to discuss and agree to study the AI/ML-based Network Slicing use case by confirming the high-level principles and agreements from Rel-18, i.e., AI/ML model inference function located in the gNB-CU/gNB-CU-CP only.
Then, as also done in Rel-18, RAN3 should firstly focus on the non-split architecture and, once sufficient work has been done, also the split architecture enhancements to support the new AI/ML-based use cases can be discussed. 
Proposal 5: RAN3 to discuss and agree to start the study on the new AI/ML-based Network Slicing use case starting from the non-split architecture first.
2.2.4 Interaction with CN
Network Slicing is an important technology to guarantee the end-to-end service requirement by “slicing” network resources dedicated for a certain service type. Network resources can include those on RAN side and CN side. Besides, the CN is responsible for the slice resource management in different areas of the network for a UE. For example, the NSSF determines the allowed NSSAI of the UE in different registration areas, but the NG-RAN is unaware of this information. Therefore, based on the information available at the local NG-RAN node (both locally and from the neighbouring nodes), the NG-RAN node hosting the AI/ML model may not have enough input data to determine the predicted information. Already in the last RAN3 meeting the following was agreed [1]:
Consider the RAN input information for AI/ML model inference in RAN during Rel-19. Input information from CN if available may be studied. 
and, at least currently, we do not see any motivation to involve the CN in determining AI/ML-based slice-aware actions/strategies in the NG-RAN. Moreover, at SI phase, RAN3 should focus on the AI/ML-based optimization of the RAN part of the Network Slicing with no impact on other network domains. The proponents of the CN involvement in the AI/ML-based Network Slicing stated that, for instance, it could be useful to consider the predicted resource status per slice from the CN [4], or that slice-related predictions generated in RAN can be exchanged with 5GC and vice-versa [5]: considering that the resource status is per-cell information and the CN has no visibility on cells we wonder how CN-based resource status predictions can be used in NG-RAN. And another aspect to be taken into account is that if CN-based predictions are used also in NG-RAN it is not clear how to ensure that there will be consistency among actions in CN and actions in NG-RAN based on a prediction that in principle should have impacts in CN only.
Based on the above concerns we propose the following:
Proposal 6: RAN3 to focus on the AI/ML-based optimization of the RAN part of the Network Slicing with no impact on other network domains, and by exploiting information available in NG-RAN only.
A TP for the TR 38.743 reflecting the above proposals is provided in the Annex of this paper.
3. Conclusion
Based on the above discussion, we have the following observation and proposals:
Observation 1: For network slicing, the AI/ML function can also help to improve the load balancing decision of NG-RAN nodes, which is missing in the current use case description of the AI/ML-based Network Slicing use case.
Proposal 1: The predicted slice information (radio resource status per slice and slice available capacity per cell) can be used for load balancing decisions.
Proposal 2: The following cell-level prediction information can be used for the AI/ML-based Network Slicing, provided by both the local and the neighbour nodes, with no additional standard impact:
· Measured/Predicted PRB usage of a cell
· Measured/Predicted number of connected UEs
· Measured/Predicted RRC connections.
Proposal 3: The per-UE current/predicted QoS requirement for each slice (from both local and neighbour nodes) can be used as the AI/ML input.
Proposal 4: RAN3 to discuss and agree to study the AI/ML-based Network Slicing use case by confirming the high-level principles and agreements from Rel-18, i.e., AI/ML model inference function located in the gNB-CU/gNB-CU-CP only.
Proposal 5: RAN3 to discuss and agree to start the study on the new AI/ML-based Network Slicing use case starting from the non-split architecture first.
Proposal 6: RAN3 to focus on the AI/ML-based optimization of the RAN part of the Network Slicing with no impact on other network domains, and by exploiting information available in NG-RAN only.
A TP for the TR 38.743 reflecting the above proposals is provided in the Annex of this paper.
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4.1	AI/ML based Network Slicing
4.1.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc163479941]Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing and Radio Resources Management decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance to perform optimal resource management, mobility and load balancing decisions for network slicing to meet the slice requirements.
4.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
4.1.2.4	Input data of AI/ML based Network Slicing:
To predict the optimized network slicing decisions, a gNB may need the following information as input data for AI/ML-based network slicing:
From local node: 
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Legacy predicted UE trajectory
-	Measured/Predicted PRB usage of a cell
-	Measured/Predicted number of connected UEs
-	Measured/Predicted RRC connections
-	Current/predicted QoS requirement per UE per slice

From neighbouring gNBs:
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Measured/Predicted PRB usage of a cell
-	Measured/Predicted number of connected UEs
-	Measured/Predicted RRC connections
-	Current/predicted QoS requirement per UE per slice

From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
4.1.2.5	Output data of AI/ML based Network Slicing:
AI/ML-based network slicing model in a gNB can generate following information as output:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Resource management decisions for resources within RRM policies (used by gNB internally)
· Slice aware mobility decisions (used by gNB internally)
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
4.1.2.6	Feedback of AI/ML based Network Slicing:
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected from gNBs:
· Measured Radio resource status per slice 
· Measured Slice available capacity 
· Legacy UE performance feedback for those UEs handed over from the source gNB

4.1.2.7	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between gNBs:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Measured/Predicted PRB usage of a cell
· Measured/Predicted number of connected UEs
· Measured/Predicted RRC connections
· Current/predicted QoS requirement per UE per slice
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
