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1. Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]At RAN3#123-bis the following has been agreed for AI/ML based CCO:
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Solution for non-split architecture:
Step 0: gNB predicts the CCO issue.
Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.
Step 2: gNB sends the future coverage status to neighbour gNBs. 
Solution for split-architecture:
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
The following has also been captured as FFS:
FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.
In this contribution, we provide further discussion related to AI/ML based Coverage and Capacity Optimization (CCO).
2. Discussion
Let’s consider the steps agreed for the solution in split-architecture:
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.

In the TP for the TR 38.743 it has been agreed that in case of CU-DU split architecture, the AI/ML Model Inference is located in the gNB-CU, as per above agreement:
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
According to this agreement, in step 0, when the gNB-CU predicts a CCO issue, it does so by means of AI/ML model inference. As a first consideration, given that legacy CCO solution concerns cells and beams, it is natural to extend this to the case of a predicted CCO issue a well. It’s good if this is clarified in step 1 of the solution in split-architecture. 
Proposal 1: The predicted CCO issue is associated to a list of predicted affected cells and beams.
The predicted CCO issue – by definition – is a CCO issue which has not occurred yet, i.e., the gNB-CU predicts that a CCO issue is expected to occur sometime in the future. More details on timing information associated to the predicted CCO issue are discussed later, but it can be appreciated that when the gNB-CU sends to the gNB-DU a predicted CCO issue, it is important for the gNB-DU to know the timing of such prediction, so that the gNB-DU knows when it is appropriate to adopt a coverage state that counteracts such predicted CCO issue, i.e., the gNB-CU, in addition to the predicted CCO issue and the list of predicted affected cells and beams, can also send to the gNB-DU timing information associated to the predicted CCO issue.
Observation 1: The gNB-CU knows time information associated to the predicted CCO issue, and this can be sent to gNB-DU in step 1.
Proposal 2: Modify step 1 of the solution in split-architecture as follows:
Step 1: gNB-CU sends to gNB-DU a predicted CCO issue, a list of predicted affected cells and beams, and timing information stating the time at which the predicted issue will occur.
Proposal 2a: Modify step 0 of the solution in non split-architecture as follows:
Step 0: gNB predicts the CCO issue and a list of predicted affected cells and beams, and timing information stating the time at which the predicted issue will occur.

In step 2, the gNB-DU generates the future coverage state based on the predicted CCO issue received by the gNB-CU. It remains to be clarified whether the gNB-DU can generate the future coverage state only based on local information. 
It can be noted that in the legacy solution for CCO, a gNB-DU can receive from the gNB-CU a list of cells and SSB beams served by the gNB-DU and affected by the CCO issue, but also a list of cells and SSB beams not served by gNB-DU and affected by the CCO issue. 
	CCO Assistance Information
	O
	
	9.3.1.211
	Indicates CCO Assistance Information for cells and beams served by the gNB-DU of the same NG-RAN node or for cells and beams not served by the gNB-DU.



The above information highlights the fact that, already for the legacy case, where a CCO issue is detected (now) by the gNB-CU, and a corresponding CCO coverage state is generated (now) by the gNB-DU, the gNB-CU has a broader view compared to the gNB-DU, and the gNB-CU can provide information to support the gNB-DU to generate the CCO coverage that address the detected CCO issue. 
It can also be appreciated that, in the legacy CCO solution, the information that are sufficient for the gNB-DU to derive a CCO coverage state are the CCO received issue and affected cells and beams. Namely, the gNB-DU could derive a CCO coverage state addressing the issue by means of CCO issue and affected cells and beams, independently of the time at which the issue occurs.
Observation 2: In legacy CCO, the gNB-CU has a broader view of the CCO issue compared to the gNB-DU. The gNB-DU determines a CCO coverage corresponding to the CCO issue and the affected cells and beams signalled by the gNB-CU.
We think that the same principle used in legacy needs to be kept for to the case of predicted CCO issues. Namely, given the broader view of the gNB-CU (e.g. the gNB-CU has visibility over UE mobility and neighbour´s CCO state changes) in identifying the cause for which a CCO coverage state is needed, the gNB-CU should first trigger detection of a predicted issue and as a consequence the gNB-DU should generate a matching CCO coverage state.. Hence, the gNB-DU would receive information for a predicted CCO issue from the gNB-CU, which would include timing information related to the prediction the gNB-CU has made. The consequence of the above considerations is that the gNB-DU is not able and should not generate a future coverage state only based on local information. Instead, the gNB-DU should react to the detection of a CCO issue before producing a new CCO coverage state.
Proposal 3: The gNB-DU does not generate the future coverage state only based on local information. Instead, the gNB-DU produces a future CCO coverage state as consequence of a predicted CCO issue.
In legacy CCO solution, a gNB-DU can resolve a CCO issue by local action within the OAM configured limits. In this case, the resolution is done “now”, meaning that there is no “deferral” in time associated to an action to be performed in the future. The gNB-DU simply acts “now” in response to a problem (the CCO issue) detected “now”. This means, that once the problem is communicated, i.e., when the gNB-CU sends to the gNB-DU a “CCO issued detected now”, the gNB-DU has a mean to identify the appropriate CCO configuration state to be applied “now”. 
Observation 3: In legacy CCO, the gNB-DU receives a CCO issue detected “now” and is able to identify a corresponding CCO configuration state to be applied “now”.
As agreed, the gNB-DU generates the future CCO configuration state. Let’s imagine that the gNB-CU indicates to the gNB-DU a predicted CCO issue that is expected to occur in 1 minute from now, and that the gNB-DU applies a corresponding CCO configuration state immediately (with zero delay). In theory, this is perfectly possible, since the gNB-DU knows which CCO configuration state to apply when a CCO issue is detected (now), so if the predicted CCO issue is treated as something occurring “now”, the gNB-DU knows how to handle that. However, there is no practical reasons for such change as there is no problem yet in the network, so a corresponding coverage modification is not justified. So, in the proposed example, the corresponding CCO configuration state should not be applied immediately, rather in the future, i.e., the gNB-DU should wait before applying it. On the other hand, the same example highlights an important aspect: the gNB-DU can derive a CCO configuration state to be applied in the future by means of legacy mechanisms. This can be captured in step 2 of the solution for split-deployment.
Observation 4: A gNB-DU can generate a future CCO configuration state by means of legacy mechanisms.
Proposal 4: The gNB-DU can generate the future coverage state by means of legacy mechanisms.
Proposal 5: Modify step 2 of the CCO solution in split-architecture as follows:
Step 2: gNB-DU generates the future coverage state based on the predicted CCO issue and other local 
information.

Considering the above observations and proposals, we think it is possible to resolve the pending FFS.
FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.
It is clear in our view that predicted CCO issue relates to AI/ML (for both split-architecture and non-split architecture), while a future coverage status can be derived without AI/ML.
Proposal 6: A predicted CCO issue is derived by means of AI/ML (for both split-architecture and non-split architecture), while a future coverage status can be derived without AI/ML.
Let’s now consider the step 3 of the solution for split architecture:
Step 3: gNB-DU sends the future coverage status to gNB-CU.
As we have stated above, a future CCO coverage state can be derived via legacy means at the gNB-CU. However, it is plausible to think that a gNB-CU, by receiving CCO coverage states corresponding to predicted CCO issues (and associated affected cells and beams) , will learn which CCO coverage state the gNB-DU would likely adopt to solve a certain CCO issue affecting certain cells and beams. Therefore, we think RAN3 can discuss the option where the gNB-CU, together with a predicted CCO issue, can send to the gNB-DU also a corresponding future CCO configuration state.
Proposal 7: RAN3 to discuss the option of gNB-CU sending predicted CCO configuration state suggestions to the gNB-DU.


2.1 Timing aspects for AI/ML based CCO
With AI/ML based CCO, the algorithm anticipates an event (a CCO issue) and it can be tuned such that the detection happens before the situation becomes too severe. We already discuss that the gNB-CU can provide to the gNB-DU timing information related to the predicted CCO issue. 
Considering the Rel.18 solution, an AI/ML model can be used to assist a gNB to take a load balancing decision (to offload a UE). To do so, the AI/ML model can use as input specific predicted metrics (e.g., the number of predicted active UEs), and the predicted metrics refer to a certain time in the future. The same approach can be used for the CCO use case as well. This can be captured both in the case of split architecture and in case of non-split architecture. For the case of split architecture this is something the gNB-CU can tell the gNB-DU, i.e. the gNB-CU indicates to the gNB-DU a reference prediction time to which a predicted CCO issue refers to. This is already captured in Proposal 2 above. 
For the step 4 of the solution for split architecture: “Step 4: gNB-CU sends the future coverage status to neighbour gNBs.” as well as for the step 2 of the solution for non-split architecture: “Step 2: gNB sends the future coverage status to neighbour gNBs.”, where signaling towards neighbor gNBs is involved, the reference prediction time to which a predicted CCO issue refers to becomes relevant to indicate when in the future a coverage state corresponding to the predicted CCO issue will be applied. We see two options in this case:
Option 1) The gNB-CU/gNB sends the future coverage state to the neighbour gNB after this has been applied.
Option 2) The gNB-CU/gNB sends the future coverage state to the neighbour gNB before this is applied.
If Option 1) is used, from the neighbour gNB point of view, the “future coverage state” is in fact an “actual coverage state”, and the same solution used in legacy CCO can be reused, i.e., the neighbour gNB tries to match the new coverage state with an updated coverage state of its served cells and beams. 
If Option 2) is used, from the neighbour gNB point of view, the “future coverage state” is still to be applied. The same solution as in legacy can be reused, but in this case, the neighbour gNB knows that a matching new coverage state is not needed immediately.
Proposal 8: A gNB receiving a future coverage state, together with the timing for such future coverage state change, can use it to match it with a new coverage state for its served cells and beams.

If the time at which the predicted CCO issue refers to is far in the future, before the corresponding future CCO coverage state is taken into effect, further measurements can be collected which may lead the gNB-CU to understand that the situation has changed (e.g., the interference at cell edge is no longer critical). To account for this, and particularly for the case when the reference prediction time is far in the future, we think it is good to allow the gNB-CU to send updates of the predicted CCO issue to the gNB-DU. 
Proposal 9: The gNB-CU can send to the gNB-DU updates of predicted CCO issue.

2.2 Data collection for AI/ML based CCO
In this section we analyze further information that can be used to support AI/ML based CCO.  Some elements of the Rel-18 solution can be reused, and others may be added. The gNB-CU, as per current state of art, collects UE measurements of various kinds, that are used for CCO detection. To support AI/ML based inference of a CCO issue, the same measurements can also be used. For example, subsequent measurements taken by UEs at cell edge can indicate a trend where the inference at the edge of such cells increases over time. This information can be used to infer that a certain CCO issue due to capacity is likely to occur for specific cells and beams. Predicting a certain CCO issue due to coverage can be tricky, and additional measurements may be needed. For example, some UEs are located at the border between a cell of gNB1 and a cell of gNB2, and if they are served by gNB2, they can send coverage measurements to gNB2 (the vice versa is also possible for UEs at the border between gNB1 and gNB2, but served by gNB1). As long as these UEs are connected to gNB2, the gNB1 is not aware of how these UEs perceive the coverage from gNB1 (and vice versa). If these UEs experience coverage problem, maybe this can be avoided by slightly adjusting the coverage of a cell or beam of gNB2 or a cell or beam of gNB1. To support this and to potentially avoid the UE entering a coverage hole, gNB2 could signal to gNB1 some of the measurements received from the UEs at its border with the cells of gNB1. This allows gNB1 to gain an understanding of coverage at cell edge, as seen from the UEs of gNB2. Such understanding may not be available and deductible by gNB1 because the UEs served by gNB1 may not have the same channel conditions towards gNB2 and vice versa (namely there is no reciprocity between channels of gNB1 UEs and gNB2 UEs). Knowledge at gNB1 of measurements from cell edge UEs served by gNB2 will help gNB1 to predict CCO issue due to coverage.
[image: ]
Figure 1: Example of coverage hole that can be resolved with cell shaping and CCO configuration changes
[image: ]
Figure 2: Example of how gNB1 may deduce from its UE measurements that a coverage hole is between gNB1 and gNB2, while gNB2 does not perceives such conditions

In the Figures above it is shown how, if a gNB relies only on measurements at cell edge provided by its own UEs, there might be misleading situations where coverage wholes might be assumed and CCO measures taken, while there is no issue. 
In Figure 1 gNB1 receives measurements form its UEs revealing a real coverage hole. By checking measurements from the UEs at cell edge of gNB2, gNB1 can confirm that there is a coverage hole between gNB1 and gNB2. Based on that, gNB1 can take a CCO action to correct the coverage issue.
In Figure 2, gNB1 checks measurements from its served UEs and detects a possible coverage hole between Cell A and Cell B (served by gNB2. However, when gNB1 checks measurements taken from UEs at the edge of Cell B and served by gNB2, gNB1 realizes that there is no coverage hole and a corrective CCO action is not needed. 
The above proves that it is beneficial to receive cell edge measurements taken by UEs served by neighbour nodes.
Proposal 10: RAN3 to discuss additional measurements to be used for predicting CCO issue due to coverage, e.g. cell edge measurements taken by UEs served by neighbour nodes.
Finally, we would like RAN3 to discuss how to collect feedback after an action (e.g., a coverage modification) has been executed as a consequence of a predicted CCO issue. Since the issue did not materialize (at least not in full, due to the CCO action taken by the gNB-DU), how to understand whether an action taken was appropriate? A possibility can be to use a pragmatic approach, where some metrics and performance are compared before and after the action was taken. For example, if the predicted CCO issue was for capacity, due to an increasing number of demanding users at cell edge, we can assume that when the CCO issue was detected, the gNB-CU had already collected some measurements showing such trend and leading to that prediction (without AI/ML assistance, the CCO issue would have been detected later). The same type of measurements can be collected after the action, revealing if the CCO issue manifested or not. If the CCO issue did not manifest, then this implies that the potential CCO issue was successfully avoided. 
[bookmark: _Hlk162984624]Proposal 11: RAN3 to discuss how to collect feedback after an CCO related action is executed.
[bookmark: _Toc423020296][bookmark: _Toc423019950][bookmark: _Toc423020279]3. Conclusion
Based on the discussion in this paper, we derived the following observations and proposals:
Proposal 1: The predicted CCO issue is associated to a list of predicted affected cells and beams.
Observation 1: The gNB-CU knows time information associated to the predicted CCO issue, and this can be sent to gNB-DU in step 1.
Proposal 2: Modify step 1 of the solution in split-architecture as follows:
Step 1: gNB-CU sends to gNB-DU a predicted CCO issue, a list of predicted affected cells and beams, and timing information associated to the prediction.
Proposal 2a: Modify step 0 of the solution in non split-architecture as follows:
Step 0: gNB predicts the CCO issue and a list of predicted affected cells and beams, and timing information stating the time at which the predicted issue will occur.
Observation 2: In legacy CCO, the gNB-CU has a broader view of the CCO issue compared to the gNB-DU. The gNB-DU determines a CCO coverage corresponding to the CCO issue and the affected cells and beams signalled by the gNB-CU.
Proposal 3: The gNB-DU does not generate the future coverage state only based on local information. Instead, the gNB-DU produces a future CCO coverage state as consequence of a predicted CCO issue.
Observation 3: In legacy CCO, the gNB-DU receives a CCO issue detected “now” and is able to identify a corresponding CCO configuration state to be applied “now”.
Observation 4: A gNB-DU can generate a future CCO configuration state by means of legacy mechanisms.
Proposal 4: The gNB-DU can generate the future coverage state by means of legacy mechanisms.
Proposal 5: Modify step 2 of the CCO solution in split-architecture as follows:
Step 2: gNB-DU generates the future coverage state based on the predicted CCO issue and other local 
information.
Proposal 7: A predicted CCO issue is derived by means of AI/ML (for both split-architecture and non-split architecture), while a future coverage status can be derived without AI/ML.
Proposal 7: RAN3 to discuss the option of gNB-CU sending predicted CCO configuration state to the gNB-DU.
Proposal 8: A gNB receiving a future coverage state, together with the timing for such future coverage state change, can use it to match it with a new coverage state for its served cells and beams.
Proposal 9: The gNB-CU can send to the gNB-DU updates of predicted CCO issue.
Proposal 10: RAN3 to discuss additional measurements to be used for predicting CCO issue due to coverage, e.g. cell edge measurements taken by UEs served by neighbour nodes.
Proposal 11: RAN3 to discuss how to collect feedback after an CCO related action is executed.
A TP to TR 38.743 based on the above proposals can be found in R3-243450. 
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