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1	Introduction
[bookmark: _Toc474247438]At the RAN3 #123-bis meeting, the discussion on SON for S-CPAC started. It has been proposed to address classic MRO failure events, but also optimisations of the usage of S-CPAC and supportive signalling were considered (e.g. UE History Information). In the conclusions, following has been agreed:
Work on the scenarios of failure in S-CPAC. The optimization of non-failure scenarios (e.g., near failure and ping-pong) is not excluded.
In this paper, we provide further details on the solution helping optimise usage of S-CPAC.
2	Discussion
The consequences of the use of S-CPAC introduced in Rel-18 (NR_Mob_enh2) [1] have been discussed in [2], here we remind them briefly:
Normal Rel-17 CPAC-configured UE has to release the CPAC configurations when completing random access towards the target PSCell. The advantage of S-CPAC, where multiple cells are prepared, is that an immediate UE autonomous execution for fast subsequent cell changes is possible, since conditional configuration for other candidates are not released after PSCell change. The justification of the feature in [1] was that in the case of frequent SCG changes when operating FR2 delays and signalling overhead can be avoided.
However, if such an immediate cell change is not needed, the resource blockage resulting from the prepared and unused candidate cells can be seen as disadvantage, as well as the increased UE memory needed because of the numerous condConfig options for each potential future hop. Obviously, there are disputable pros and cons for two methods CPAC methods (classical vs. subsequent) which depend on dedicated cell layout situations. In case of fast subsequent cell changes the “Subsequent CPAC” is the preferred method.
Observation 1: Depending on the cell deployment and UE mobility, usage of either CPAC or S-CPAC may result in more efficient resource utilisation in involved cells.
The optimality of S-CPAC usage depends mainly on the time between needed PSCell changes. The shorter time between two consecutive CPCs the more preferable is S-CPAC. If time is such short that UE fails with RLF before candidate cell preparation and UE configuration is completed, it is obvious that S-CPAC might be beneficial. Long residence time, on the other hand, hints usage of a the classic CPAC, so that resources are not blocked in prepared cells, while there is enough time for proper CPAC preparation.
Observation 2: The main criteria to decide between CPAC and S-CPAC configuration are the time between PSCell changes and the number of cells to be involved in CPAC/S-CPAC. 
The key aspect is monitoring the time between PSCell changes: it shall not be too short in case of CPAC, while not too long in case of S-CPAC. This must be monitored per-cell pair, since cell change criteria are set per source cell towards each target cell. 
Proposal 1: RAN3 agrees on enabling of the optimal usage of S-CPAC as part of SON based optimization
In principle, the residence time is logged in the UE history information (UHI). The problem with the UHI is that it does not provide information about the SCG mobility type (i.e. whether the UE may be configured at the same time with CPAC or S-CPAC). And reporting can be requested anytime unsynced with issue the resources where blocked unnecessary for long time.. 
In theory, the network may monitor the inter-change time as well. The problem with this approach is that the MN, which coordinates S-CPAC (also in case of SN-initiated S-CPAC the MN is the node providing communication with other SNs) may not be aware of intra-SN PSCell changes. Also, XnAP signalling between the MN and involved SNs affects time monitoring. Thus, network-based solutions are not feasible here.
In order to enable optimal usage of S-CPAC it might be better that the UE is configured to report that suboptimal cases where time passes a threshold which depends on the configured method. In case of CPC configuration, it has to be checked whether the time is shorter than a defined “threshold_min_consecutive_CPC”, and if it is the case, it has to be reported to MRO instance responsible for this cell border where, for instance, a counter is incremented, which expresses that the two consecutive CPC-based cell changes are “tight in succession” indicating that S-CPAC might be preferable.
If UE is however already configured with S-CPAC, the opposite is monitored, namely whether the time is longer than a defined “threshold_max_consecutive_S-CPAC”, and this logged information is to be reported to the MRO instance responsible for this cell border, where a counter is incremented, which expresses that the two consecutive S-CPAC based cell changes are “too widely spaced” and would indicate that S-CPAC might waste network resources and normal CPC would be preferable, since time for preparation is not an issue.
Proposal 2: RAN3 shall request RAN2 to enable configuring a time threshold at which the UE is to report to the network either that between two cells time was too short for a classic CPAC or too long for S-CPAC.
3	Conclusions
In this paper, we discuss the problem of selecting the most appropriate mobility scheme for a UE: CPAC or S-CPAC. We make following observations:
Observation 1: Depending on the cell deployment and UE mobility, usage of either CPAC or S-CPAC may result in more efficient resource utilisation in involved cells.
Observation 2: The main criteria to decide between CPAC and S-CPAC configuration are the time between PSCell changes and the number of cells to be involved in CPAC/S-CPAC.
Based on those, we propose:
Proposal 1: RAN3 agrees on enabling of the optimal usage of S-CPAC as part of SON based optimization
Proposal 2: RAN3 shall request RAN2 to enable configuring a time threshold at which the UE is to report to the network either that between two cells time was too short for a classic CPAC or too long for S-CPAC.
References
[1] RP-223520, RAN #98-e
[2] R3-241562, RAN3 #123-bis

