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One FFS is left from RAN2#125bis meeting about final/system performance metrics:
Agreement:
As a first step we will focus on measurement prediction accuracy.  FFS whether and what system level performance evaluation is needed
This paper explain why it is necessary for RRM measurement prediction.
During [POST125bis][021], RRC parameter related to consolidation and L3 filtering are likely to be introduced as simulation parameters. But the detail value is FFS.
Finally, one template to capture simulation result is proposed.
Discussion
RRC parameters for RRM measurement prediction
During email discussion [POST125bis][021], companies are fine to introduce following RRC parameters as simulation parameters for RRM measurement prediction:
· RRC parameters for measurement consolidation
· RRC parameters for L3 filtering
· Measurement gap configuration
To set parameter for consolidation, we need firstly identify the type of reference signal since it is related to detail parameters. For simulation it actually doesn’t really matter which reference signal is used. Considering SSB is more realistic in field, we can take SSB as reference signal of beam. 
Proposal 1: Assuming SSB is used as reference signal
Among parameters for consolidation, then we need only consider absThreshSS-BlocksConsolidation and nrofSS-BlocksToAverage. And our recommendation is:
	Consolidation parameters
	Recommended value

	absThreshSS-BlocksConsolidation
	-156dbm

	nrofSS-BlocksToAverage
	5


Table 2.2-1
As for the measurement gap, we think one single per UE measurement gap is sufficient. So it means only 4 parameters need be aligned i.e. gapOffset,mgl,mgrp,mgta. Among the 4 parameters, the key parameter is measurement gap period. The post email discussion [POST125bis][021] suggests that L1 sampling period could be aligned among company and the candidate value could be 20ms or 40ms. The measurement gap could be the same as L1 samping period. The other 3 parameters may be matter for RAN4 but doesn’t matter too much for RAN2’s simulation. So our recommendation is:
	Measurement gap parameters
	Recommended value

	Measurement gap offset i.e. gapOffset
	0

	Measurement gap period i.e. mgrp
	align with L1 sampling period

	Measurement gap duration i.e. mgl
	e.g. 5ms, but doesn’t matter for simulation

	Measurement gap TA i.e. mgta
	0


Table 2.2-2
The FilterCoefficient is the parameter for L3 filtering. Our recommendation is : 
	L3 filtering parameter
	Recommended value

	FilterCoefficient
	4


Table 2.2-3
If the filterCoefficient k is set as 4, the L3 filter parameter a =1/2 , which would be easier to model. This parameter is configured by assuming a default sampling rate. In 38.331 section 5.5.3.2, the related text procedure is:
[image: ]
In 38.133 measurement period could be different between intra-frequency and inter-frequency measurement, between the case with or without gap, between FR1 and FR2. So basically, we need assuming at least following measurement periods for L3 filtering:
	Handover scenarios
	Recommended value

	FR1 to FR1 intra-frequency w.o. gap
	200ms  Note1

	FR1 to FR1 inter-frequency with gap
	Max(120ms, 3*MGRP)  Note2

	FR2 to FR2 intra-frequency w.o. gap
	480ms  Note3


Table 2.2-4
Note1: According to Table 9.2.5.2-1 [38.133], assuming SMTC period=20ms, CCSFintra=1 and Kp=1
Note2: According to Table 9.3.4-3 [38.133], assuming SMTC period=20ms ,Kgap =1,CCSFinter=1
Note3: According to Table 9.2.5.2-2 [38.133], assuming SMTC period=20ms, CCSFintra=1 and Kp=1, Mmeas_period_w/o_gaps =24
Proposal 2: Agree on recommended RRC parameter values in Table 2.2-1/2/3/4 
Cluster approach
During post email discussion [POST125bis][021], the cluster methodology is discussed but there is not so much convergence. The angle of the methodology is the number of cells input or output of the AI/ML model. During the email discussion, in the same dimension there are intra-cell and inter-cell. Here those approaches are listed together:
	Methodology approach
	Input
	Output
	Note

	Intra-cell prediction
	cell A
	cell A
	Applicable for intra-frequency scenario, but not for inter-frequency scenario
Applicable for FR1 to FR1 and FR2 to FR2
Applicable for temporal domain and spatial domain

	Inter-cell prediction
	cell A
	cell B
	For FR1 to FR1 inter-frequency case, cell A and B should be the same sector of the same site based on feedback of the email discussion
For intra-frequency case, no such limitation but not prioritized since it can easily fall back to intra-cell prediction

	Cluster cells prediction
	>=1 cells
	>=1 cells
	during email discussion, company seems not want to post any limitation on scenarios and number of cells


 Table 2.2-1
First of all, if this methodology is agreed without any limitation, simulation work will be loaded quite a lot. This is because likely all the handover scenarios and domain need be addressed so the work load is almost doubled. In addition, if the number of input cell or output cell could be >=1, the model itself will be much complicated compared to both intra-cell and inter-cell approach. So much more computing resource is demanded to do such simulation. 
Proposal 3: If the simulation is based on cluster approach, the evaluated cases should be limited in order to keep simulation workload at a reasonable level
Let’s discuss it from different dimensions. Among 3 RRM sub cases, our view is that only sub case 2 is more applicable. This is because AI/ML model will be further complicated due to much more L1 beam level measurement as input. Secondly the measurement result of multiple cells as input can already provide the key footprint information with each other. 
In simulation, there is no spatial consistency or frequency correlation between non-co-located cells. If we use cluster approach for prediction, using measurements of two non-co-located cells as model input may has the same effect as using one of them as model input, since little additional information will be given to the AI/ML model. Therefore, the input and output data should be from co-located cells.
If we consider intra-frequency cases, there are two co-located cells other than the serving cell. The number of input cells and output cells should be no larger than 3. Besides, the output cells should be full or subset of the input cells. Otherwise, the prediction accuracy may be unsatisfactory. For example, when we use measurement results from cells 1 and 2 as model input, and cells 1, 2, and 3 as output, not much extra information can be provided for the prediction of cell 3.
In RAN2’s discussion so far for FR1 to FR1 inter-frequency case co-located cells of two frequency layers are considered. So UE could be covered by up to 3*N cells of the same site, where N is the number of frequency layers. Because the measured cells and predicted cells should be in different frequency layers, the number of input and output cells should be <=3. In addition, in order to have better prediction performance it is not desirable to reduce any measurement in measured frequency layer in either temporal or frequency domain i.e. the prediction is only done in frequency domain.
Even with such clarification, we still think RAN2 should discuss whether we could start with such cluster approach now or in late stage. Our preference is to do it in late stage.
Proposal 4: The cluster methodology is defined as follows:
· Cluster approach is applicable only for co-located cells. 
· The number of input cells and output cells should be no more than 3 and the number of output cells should be <= the number of input cells.
· The input measurement result should be L3 cell level measurement results
· For intra-frequency scenario, the output cells should be full or subset of the input cells
· For inter-frequency scenario, the input cells are from measured frequency layer and the output cells are from predicted frequency layer
Proposal 5: To start the evaluation with cluster approach in late stage
Necessity of evaluation on system performance for RRM measurement
If evaluation shows that prediction accuracy is relatively low e.g. up to 85% or more than 3dbs (RSRP difference), then it seems necessary to further check system level performance. Without studying it is not clear what is the relationship between prediction accuracy and system level performance. 
Observation 1: System level performance verification is necessary when prediction accuracy is relatively low
When prediction accuracy is high e.g. up to 99% or less than 1db, then it seems not necessary to check system level performance anymore. But it really depends the goal we want to achieve. If the goal is to check the feasibility i.e., to check whether measurement reduction is feasible, it should be sufficient. But if the goal is to further check how much measurement can be tolerated without compromising system level performance, then we need do simulation in order to check the maximum tolerated measurement reduction rate.
So basically, we need figure out following relationships:
1, The relationship between measurement reduction rate and prediction accuracy
2, The prediction accuracy and handover performance degradation


Figure 2-1 metrics relationship
						Note: this figure is not simulation result but for illustration purpose!
Let’s take Figure 2-1 for example, assuming an acceptable handover performance degradation is defined e.g., Max_hpd (the maximum handover performance degradation rate) as indicated in Figure. Then it is easy to find out allowed minimum prediction accuracy (Min_pa as indicated in the Figure) and then maximum measurement reduction rate (Max_mr as indicated in the Figure). Note the reference of handover performance degradation is the baseline case i.e., handover performance evaluated without AI/ML but with same set of simulation assumption.
Proposal 6: Evaluation on system-level metrics (e.g., handover failure rate, short time-of-stay, ping-pong rate etc.) are necessary for RRM measurement prediction use case
Simulation report template
As in TR 38.843, the simulation results reported by each company need to be documented to reflect the effort of companies and show performance gains of AI/ML. It would be better if companies could use the same reporting format. In RAN1-110bis, the AI/ML for air interface SI has a working assumption for beam management (as shown in the Annex). It takes abundant information to describe an AI/ML model used and the corresponding performance. To better aggregate evaluation results from companies for comparison, it is proposed that
Proposal 7: For RRM measurement prediction, adopt a template to capture simulation result, e.g., Table 2.4-1
Here is one example template for RRM measurement prediction:
	
	Company A
	……

	Assumptions
	Temporal/spatial domain measurement reduction rate (%)
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	Short model description
	
	

	
	Model complexity
in a number of model size (e.g. Mbyte)
	
	

	
	Computational complexity [FLOPs]
	
	

	 Metrics
	Average L3 RSRP difference (dbm)
	
	

	
	system-level metrics (e.g., handover failure rate, short time-of-stay, ping-pong rate 
	
	

	...
	...
	
	


Table 2.4-1
Further info for the columns:
· Assumptions
· Temporal domain measurement reduction rate (%)
· Spatial domain measurement reduction rate (%)
· Observation/prediction window size (ms)
· Model input/output: can be different combinations to represent different cases, for example,
· Intra-cell prediction sub case 2: Input: L3-RSRP of cell 1; Output: L3-RSRP of cell 2.
· Intra-cell prediction sub case 3: Input: L1-RSRP of cell 1; Output: L3-RSRP of cell 2.
· Inter-cell inter-frequency prediction: Input: L3-RSRP of cell 1a; Output: L3-RSRP of cell 1b (co-located with cell 1a)
· Cluster-based inter-frequency prediction: Input: L3-RSRP of cells 1a-3a; Output: L3-RSRP of cells 1b-3b (co-located with cells 1a-3a)
· Dataset size, both the size of training/validation dataset and the size of test dataset
· Short model description: e.g., CNN, LSTM
· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 
· Computational complexity in terms of FLOPs
· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)
Note: To report other simulation assumptions, if any.
Conclusion
In this contribution, we share our understanding of RRM simulation and have one observation:
Observation 1: System level performance verification is necessary when prediction accuracy is relatively low
Given our analysis, we propose that
Proposal 1: Assuming SSB is used as reference signal
Proposal 2: Agree on recommended RRC parameter values in Table 2.2-1/2/3/4 
Proposal 3: If the simulation is based on cluster approach, the evaluated cases should be limited in order to keep simulation workload at a reasonable level
 Proposal 4: The cluster methodology is defined as follows:
· Cluster approach is applicable only for co-located cells. 
· The number of input cells and output cells should be no more than 3 and the number of output cells should be <= the number of input cells.
· The input measurement result should be L3 cell level measurement results
· For intra-frequency scenario, the output cells should be full or subset of the input cells
· For inter-frequency scenario, the input cells are from measured frequency layer and the output cells are from predicted frequency layer
Proposal 5: To start the evaluation with cluster approach in late stage
Proposal 6: Evaluation on system-level metrics (e.g., handover failure rate, short time-of-stay, ping-pong rate etc.) are necessary for RRM measurement prediction use case
Proposal 7: For RRM measurement prediction, adopt a template to capture simulation result, e.g., Table 2.4-1
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Annex
Working Assumption from RAN1#110bis AI/ML for beam management
For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.

Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]
	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]
…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]
…
	
	



To report the following in table caption: 
· Which side the model is deployed
Further info for the columns:
· Assumptions
· Number of beams/beam pairs in Set A
· Number of beams/beam pairs in Set B
· Baseline scheme, e.g., Option 1 (exhaustive beam sweeping), Option 2(based on measurements of Set B), or baseline described by companies
· Other assumptions can be added later based on agreements
· Model input: input type(s)
· Model output: output type(s), e.g., the best DL Tx and/or Rx beam ID, and/or L1-RSRPs of N beams(pairs) 
· Dataset size, both the size of training/validation dataset and the size of test dataset
· Short model description: e.g., CNN, LSTM
· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 
· Computational complexity in terms of FLOPs
· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)
Note: To report other simulation assumptions, if any.
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2> adapt the filter such that the time characteristics of the filter are preserved at different input rates, observing
that the filterCoefficient k assumes a sample rate equal to X ms; The value of X is equivalent to one intra-
frequency L1 measurement period as defined in TS 38.133 [14] assuming non-DRX operation, and depends
on frequency range.
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