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1. Introduction 
In RAN2#125bis meeting, following agreements were made.
RAN2 assumptions:
1. S&F implies that at least the full eNB will be onboard
2. An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)
3.	The S&F satellite operation is common for NB-IoT and eMTC.
4.	The S&F satellite operation is applied to both CP solution and UP solution (for the UP solution pending on SA2 conclusions on the architecture)

In this document, we provide some challenges related to the eNB only solution, which need to be discussed. 
2. Discussion 
The main use of store and forward solution is to provide service to UEs in remote areas where ground gateway connections (feeder links) are not available. In this case, delay tolerant services could be provided to UE by collecting the UL data from UE and providing the DL response to UE in the next satellite visit time.
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Figure 1 Store and forward scenario
However, we can see in TR 23.700-29 that several solutions to the store and forward scenario have been considered. These different solutions may be targeted for different use cases of the store and forward solutions. It is also possible of having a solution with minimum RAN2 impact such as full eNB+MME on-board satellite where SIB indication that the cell is operating in S&F mode may be sufficient. However, it is not clear whether the solution captured as solution#20 in TR 23.700-29 can be discussed by RAN2 with minimal to none core network impact, i.e., whether this solution will be adopted or not by SA2.



Figure 2 An example of S&F operation with full eNB only onboard
As shown in figure 2, a simple solution with minimal to none core network impact is to introduce a NAS message response delay procedure. The time delay information can be determined and provided to UE by the satellite eNB based on satellite revisit time in the UE’s service area.
The satellite eNB can reuse existing extended wait time in RRC release message to tell UE when it should initiate the next RRC connection to receive the downlink response data of either attach request or service request or TAU update request or MO data etc.
The main issue with eNB only onboard satellite solution is that it takes too long for UE to successfully complete the attach procedure, i.e., first RRC connection to send attach request, wait for long satellite revisit time and second RRC connection to confirm whether attach request is accepted or rejected at NAS level.
There are also other issues such as handling of multiple satellites, MT data delivery and security threat. When there are multiple satellites, it can reduce the expected delay but it may add complication on selection of satellite for UL data vs DL data. When core network has pending DL data to deliver to UE, existing paging mechanism may not work as UE is not reachable. Similarly, there can be denial of service attack as attacker at satellite may send UE back to waiting mode with feeder link unavailable indication. In addition, how roaming procedure works should also be addressed in SA2.
[bookmark: _Toc166011090][bookmark: _Toc166011856][bookmark: _Toc166015543][bookmark: _Toc166016748][bookmark: _Toc166016987][bookmark: _Toc166017358][bookmark: _Toc166076908][bookmark: _Toc166076950][bookmark: _Toc166167744]eNB only onboard satellite solution has the issue of very long attach or TAU update delay in addition to MT data delivery/paging, roaming and security threat.
[bookmark: _Hlk166007040]Therefore, we think RAN2 should confirm that the very long attach/TAU delay is acceptable. It is to note that SA3 has sent LS in [1] to SA2 asking for guidance on solution so that they can start working on security solution.
RAN2 has already made following agreement, which would need SA2 progress.
· An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)
It may be better to ask SA2 on the issues of longer attach delay, paging, security threat and roaming mechanism and confirm with SA2 first whether RAN2 can start working on the solution.
[bookmark: _Toc166016749][bookmark: _Toc166016988][bookmark: _Toc166017359][bookmark: _Toc166076909][bookmark: _Toc166076951][bookmark: _Toc166167745]Send LS to SA2 asking on any core network impacts and security threat of eNB only onboard satellite solution and also asking whether RAN2 can start working on the solution.
3. Conclusion
Following observation and proposals are made:
Observation 1.	eNB only onboard satellite solution has the issue of very long attach or TAU update delay in addition to MT data delivery/paging, roaming and security threat.
Proposal 1	Send LS to SA2 asking on any core network impacts and security threat of eNB only onboard satellite solution and also asking whether RAN2 can start working on the solution.
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