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1 Introduction
The Rel-19 WID of AI/ML for air interface (WID RP-234039) was agreed in RAN#102 [1]. The WI objective on general LCM framework is led by RAN2 which is copied below: · AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


In RAN2#125b [2], LCM procedure of NW-sided model of beam management was discussed, and below agreements were made:
Agreements on general NW-sided model
1	RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)
2	RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data. 
3	RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
Agreements on NW-sided model of beam management
1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
4 FFS whether rhere is specification impact associated to gNB-side model monitoring.
In this contribution, we further discuss details of LCM procedure of NW-sided model of AI/ML beam management. 

2 Discussion 
2.1 LCM procedure 
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Figure.1: Illustration of LCM procedure of NW-sided model for beam management
Based on RAN1/RAN2 discussion so far, our understanding on LCM procedure of NW-sided model for beam management is illustrated in Figure. 1. The steps with bold font are expected to have RAN1 / RAN2 spec impacts, and the analysis for these steps are summarized in Table. 1.   
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	Reuse existing capability signaling (UECapabilityEnquiry / Information). Wait RAN1 on granularity of feature/FG.

	Step 2/4
	Configuration of data collection, and signaling of dataset reporting for model training
	Enhance MDT framework with training data / measurement logging for CONNECTED UEs.

	Step 6
	Configuration for inference and monitoring
	Extend existing RRC configuration on L1 measurement.

	Step 7
	Signaling of data/measurement for inference
	Wait RAN1 due to latency requirement for reporting.

	Step 9
	Signaling of dataset/metric/label reporting for performance monitoring
	Wait RAN1 due to latency requirement for reporting.


Table 1: RAN2 potential specification impacts to support NW-sided model for beam management
To facilitate discussion, we suggest RAN2 to agree the LCM procedure of NW-sided model for beam management illustrated in Figure.1, and further study RAN2 spec impact and which signaling can be left to RAN1.  
Proposal 1: To facilitate discussion, RAN2 agree the LCM procedure of NW-sided model for beam management illustrated in Figure. 1 and Table 1 on RAN2 potential specification impacts. 
Based on our analysis in Table 1, we propose that RAN2 can specify the signaling and procedure for the following aspects:
· Step 2/4: Enhance MDT framework with training data / measurement logging for CONNECTED UEs.  
· Step 6: Extend existing RRC configuration on L1 measurement (i.e., CSI-MeasConfig) to support configuration of inference and monitoring. 
Proposal 2: For NW-sided model of beam management, RAN2 specify the signaling and procedure of the following aspects:
· Enhance MDT framework with training data / measurement logging for CONNECTED UEs.
· Extend existing RRC configuration on L1 measurement (i.e., CSI-MeasConfig) to support configuration of inference and monitoring. 
Meanwhile, we suggest RAN2 to wait RAN1 input on the signaling design of below aspects:
· Step 7: Data/measurement reporting on inference.
· Step 10: data/metric/label reporting on performance monitoring. 
This is because they have strict latency and payload size requirements, according to RAN1 LS [3] received in SI phase:
Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
 
Proposal 3: For NW-sided model of beam management, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Data/measurement reporting on inference.
· Data/metric/label reporting on performance monitoring. 
2.2 Applicable functionalities
We understand applicable functions are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. However, for NW-sided model, everything is controlled by the NW. Thus, we don’t need to introduce applicable functions for NW-sided model. 
Observation 1: Applicable functionalities are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. 
Thus, we propose:
Proposal 4: RAN2 confirm that NW-sided model for beam management doesn’t need to introduce applicable functionalities because it is totally controlled by the NW.
3 Conclusion
In this contribution, we share our view on LCM procedure of NW-sided model for beam management. Our observations are:
Observation 1: Applicable functionalities are only valid for UE-sided model because the NW needs to ensure the aligned understanding on UE behavior. 

Based on observations, our proposals can be found below:
Proposal 1: To facilitate discussion, RAN2 agree the LCM procedure of NW-sided model for beam management illustrated in Figure. 1 and Table 1 on RAN2 potential specification impacts. 
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Figure.1: Illustration of LCM procedure of NW-sided model for beam management
	Step#
	Descriptions of potential RAN2 impacts
	Analysis

	Step 1
	UE capability reporting
	Reuse existing capability signaling (UECapabilityEnquiry / Information). Wait RAN1 on granularity of feature/FG. 

	Step 2/4
	Configuration of data collection, and signaling of dataset reporting for model training
	Enhance MDT framework with training data / measurement logging for CONNECTED UEs.

	Step 6
	Configuration for inference and monitoring
	Extend existing RRC configuration on L1/L3 measurement.

	Step 7
	Signaling of data/measurement for inference
	Wait RAN1 due to latency requirement for reporting.

	Step 9
	Signaling of dataset/metric/label reporting for performance monitoring
	Wait RAN1 due to latency requirement for reporting.


Table 1: RAN2 potential specification impacts to support NW-sided model for beam management
Proposal 2: For NW-sided model of beam management, RAN2 specify the signaling and procedure of the following aspects:
· Enhance MDT framework with training data / measurement logging for CONNECTED UEs.
· Extend existing RRC configuration on L1 measurement (i.e., CSI-MeasConfig) to support configuration of inference and monitoring. 
Proposal 3: For NW-sided model of beam management, RAN2 wait RAN1 input on the signaling design of below aspects due to their strict latency and payload size requirements:
· Data/measurement reporting on inference.
· Data/metric/label reporting on performance monitoring. 
Proposal 4: RAN2 confirm that NW-sided model for beam management doesn’t need to introduce applicable functionalities because it is totally controlled by the NW.

4 References
[1] RP-234039, New WID: New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm.
[2] RAN2#125b, Chair Notes.
[3] R2-236906, LS out on Data Collection Requirements and Assumptions, vivo.
image1.png
(] ue

1. UE capability report

@NW

<

2. Data collection configuration (e.g. measurement for

model training, set B configuration)
[3. CSI-RS of set B transmission

4. Report collected data

>

[ 5. Mode

| training ]

6. Configuration of inference and monitoring (e.g.

1%
monitoring type and metric)

[ 7. Model

Inference ]

8. CSI-RS of set A transmission
¢

9. Report data/metric/label for performance monitoring

>

10. Functionality
management

11. Update configuration (e.g. update beam)

Capability

Data
collection

Inference

Performance
monitoring




