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1	Introduction
[bookmark: _Ref178064866]The XR WID [1] for Rel-19 contains the following objective on UL scheduling enhancements:
· Specify Enhancements for Scheduling, as follows: 
· For the UL, Study and if justified, Specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
· Note: LCP implementation complexity need to be taken into account when evaluating solutions.
In RAN2#125-bis the following agreements were made on the scheduling objective:
· RAN2 will study whether/how to resolve the issue of data with low remaining time being delayed due to other data from LCHs with higher LCH priority when using the existing LCP procedure. At least the following alternatives will be studied:
· Alternative 1: Enhance LCP restrictions/LCH selection.
· Alternative 2: Enhance LCH prioritization.
· RAN2 should consider potential impact on traffic from SRBs.
· RAN2 will study enhancing existing DSR with additional information, e.g. multiple pairs of remaining time/buffer information, importance. FFS whether this only includes more information on delay-critical data or also information about non-delay critical data.
This contribution investigates the impacts on XR capacity when enhancing the LCP mechanism with delay aspects. The contribution also proposes ways forward for enhancements to the DSR and connecting this to existing issues with the DSR feature.
[bookmark: _Ref154582601]2	Discussion
2.1 Evaluations of LCP with remaining time
As was raised during the discussions in RAN#125-bis on the topic of LCP enhancements there is a need to show that there are benefits with addition of a delay component to the LCP mechanism. Views has been expressed that enhancing the LCP with delay aspects will be beneficial for XR traffic but as this contribution will show such view may in fact be something that should not be taken for granted. 
To evaluate the impact of using delay information in the LCP mechanisms we have performed system level simulations. As the LCP mechanism only impacts when a UE has multiple simultaneous traffic flows running there is a prerequisite to simulate with multiple traffic flows originating from each individual XR UE. For the scheduling in the UE to have any impact the different flows need to have strict delay requirements (otherwise the non-delay critical data flow can simply be down prioritized in favour of the delay critical data flow). In the simulations in this paper the Rel17 XR traffic assumptions has been extended with the goal to investigate scenarios where using a different LCP mechanism will have a meaningful impact. 
The simulated scenario contains XR users with two traffic flows. Flow 1 is the commonly used XR AR video flow based on Rel17 XR assumptions with a 10Mbit/s data rate. Flow 2 is modelled as FTP traffic with an exponential file arrival distribution and a configurable bitrate and file size. Both flows have the same assumed PDB requirement of 30ms and a KPI that 99% of the packets in both flows should satisfy the delay requirement for the UE to be satisfied (joint XR capacity). Common Rel17 simulation parameters are used, e.g. Dense Urban deployment, TDD with DDDDU or DDDUU pattern and proportional-fair scheduler. Further simulation details are included in the Appendix.
Legacy LCP mechanism (called Static LCP) is compared with a new Dynamic LCP mechanism that take the remaining time into consideration when doing the prioritization. The Dynamic LCP prioritization works through three steps:
1. Calculate Remaining time = PDB – Age
2. If Remaining time is negative set Priority = 0
3. Otherwise set Priority = 1 – Remaining time 
In this way the most time critical data will be scheduled first by the UE, unless the data has already exceeded the delay requirement. 
With the Static LCP mechanism there are three options, either equal priority between the traffic flows (each flow is mapped to a separate logical channel) or configuring higher priority to one of the traffic flows.
In a first scenario (shown in Figure 1) Flow 2 has a similar bitrate to the video flow, i.e. 10 Mbit/s, and a file size of 167 kbit. In this scenario the main difference between Flow 1 and Flow 2 is the file arrival distribution. As can be seen the capacities are very similar between the options of Dynamic LCP and Static LCP with equal priorities. However the highest joint capacities are achieved with the Static LCP and priority of Flow 1.
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[bookmark: _Ref165905242]Figure 1 XR capacities with different scheduling options where Flow 1 has a bit rate of 10 Mbit/s. TDD pattern used is DDDUU.
In the next scenario (shown in Figure 2) Flow 2 has a smaller bitrate than the video flow, i.e. 1 Mbit/s, and a file size of 12 kbit. In this scenario the Dynamic LCP is performing clearly worse than the Static LCP with equal priorities. In this scenario it is also better to prioritize Flow 2 in the Static LCP. 
[image: ]
[bookmark: _Ref165905257]Figure 2 XR capacities with different scheduling options where Flow 1 has a bit rate of 100 kbit/s. TDD pattern used is DDDDU.
In a last scenario (shown in Figure 3) Flow 2 has a much smaller bitrate than the video flow, i.e. 100 kbit/s, and a file size of 12 kbit. It can be seen that the highest XR capacities are reached when using the Static LCP and prioritizing Flow 2. Almost as high capacities are achieved with static LCP and equal priorities. There is a significant capacity loss when using the Dynamic LCP or prioritizing Flow 1.
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[bookmark: _Ref165905273]Figure 3 XR capacities with different scheduling options where Flow 2 has a bit rate of 10 Mbit/s. TDD pattern used is DDDDU.
These simulations only provide a sample of the traffic flow combinations that are possible, but they still highlight a problem when enhancing the LCP mechanism with delay information, i.e. the enhancements may not provide gains to the XR capacity or may even impact the XR capacity negatively. The big question that needs to be answered, and shown, is in what traffic scenarios are the delay enhancement to the LCP mechanism supposed to bring benefits? More specifically, in the simple case with two flows and one flow being UL video what should the assumptions be on the second flow to see benefits with a delay-based LCP mechanism?
[bookmark: _Toc166145810]It is unclear in what traffic scenarios the addition of delay information to the LCP mechanism provides gains to XR capacity.
[bookmark: _Toc166145814]Before enhancing any LCP mechanism with delay information, it needs to be shown that there exist scenarios where such enhancements improve the XR capacity.

2.2 DSR enhancements
2.2.1 Issues with current DSR
The Rel-18 DSR solution has some issues. The first major issue is that the DSR has limited reporting granularity, i.e. it is limited to report only one value for the size and remaining time. Thus, despite there being potentially multiple PDU Sets existing below the remaining time threshold the DSR can only report one value and it will be transparent to the network that there are multiple PDU Sets in the UE buffer. Naturally the network will then try to schedule the reported size of the delay critical data to meet the reported remaining time. This problem is visualized in Figure 4. This issue is also related to the question of there being non-delay critical data in the buffer. To answer this, it should first be noted that all the data from one XR flow with tight delay requirements are delay critical, the only difference is the urgency of transmission. Furthermore, all data in the queue can be reported as delay critical depending on how the network configures the Remaining Time threshold. Thus, the network already has the tools to get reports for all data in the UE queue but what is lacking is the granularity of the reported information.
[bookmark: _Toc166145811]Rel18 DSR solution has granularity limitations in the reporting of buffer size and remaining time.
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[bookmark: _Ref165618850]Figure 4 Visualization of limitations with Rel18 DSR solution and following consequences.
There are further issues regarding the DSR reporting when having different importance levels in the UE buffer, which is visualized in Figure 5. The scenario shown also highlights the case when two PDU Sets with different importance has arrived in the UE buffer in such a way that they have become interleaved. In Rel-18 only the high importance data is reported as delay critical data in the DSR and thus the existence of the low importance PDUs, with remaining time below the Remaining Time Threshold, will be transparent to the network, i.e. in the depicted scenario the network will only get knowledge of the 4 high importance PDUs being delay critical while in reality there are 7 PDUs in total below the threshold. When network provides a grant for 4 PDUs only 2 high importance PDUs will be scheduled since 2 other low importance PDUs will use up the grant resources. 
[bookmark: _Toc166145812]DSR has issues supporting PDU Sets with multiple importance levels in the UE buffer.
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[bookmark: _Ref165619260]Figure 5: Issue with interleaved PDU Sets and transmission order.

2.2.2 Enhancing the DSR
Improving the information provided in the DSR can solve the issues raised in 2.2.1 and thus help the network to take better scheduling decisions. 
The first issue to solve is the granularity of the DSR. A straightforward solution is to allow the DSR to report more values. This can be done by allowing multiple information pairs in the DSR, i.e. a buffer size value and an associated remaining time value. Currently the DSR only contains one such information pair. Increased number of information pairs could potentially support multiple simultaneous PDU Sets in the UE buffer. 
[bookmark: _Toc166145815]Enhance DSR to report with multiple pairs of remaining time and buffer size.
The enhancement with having multiple information pairs raises the question on how the grouping of the data should be done. Currently the grouping is done entirely based on the remaining time threshold, i.e. all data below the threshold is reported as one information pair. With more values reported there is a need to do further splitting of the data. One possible solution is to add more thresholds and still group based on the thresholds, i.e. as data buckets between the thresholds. This solution would also work when reporting for traffic that doesn’t consist of PDU Sets. However, high bitrate XR traffic, which is the traffic that benefits most of utilizing the DSR feature, is expected to be consisting of PDU Sets. This indicate that a suitable solution would be to group the data according to the PDU Sets. Considering also that PDU Set discarding is going to be used, and thus there is a limit on how many PDU Sets that can exist at the same time in the UE buffer, the report will never grow too large in size. Another option would be to group based on the importance level, i.e. an information pair for every importance level reported for. However, with such solution there may still be only one value reported for multiple PDU Sets with the same importance level and the number of PDU Sets would be transparent to the network. Taking all this into consideration the PDU Set grouping seems to be the most effective one for handling XR traffic.
[bookmark: _Toc166145813]There are multiple options possible for grouping the data in the DSR report but grouping based on PDU Sets is the most effective one for XR traffic.
[bookmark: _Toc166145816]Grouping of data in the DSR should be based on PDU Sets.
The issue with multiple importance levels in the UE buffer can be solved by reporting also low importance data in the DSR and explicitly indicate the importance levels of the reported values. 
The Rel18 PSI discarding solution only uses two levels, i.e. high or low importance data, and this is not expected to change in Rel19. Thus only two importance levels need to be supported and only one bit indication is required. As the DSR format already contains a reserved R-bit associated to the remaining time and buffer size values it is a simple change to use this bit for reporting the importance level, i.e. if the remaining time is reported for the high importance data (the discardTimer is used) or the low importance data (the discardTimerForLowImportance is used). 
[bookmark: _Toc166145817]Importance level to be indicated in the DSR format using a new I-bit instead of the previous R-bit.
An example of an enhanced DSR format that solves the issues raised in 2.2.1 is shown in Figure 6. In this format multiple rows are used for each LCG that has delay critical data containing multiple PDU sets. Furthermore, instead of the R-bit there is an I-bit indicating the importance of the associated remaining time and buffer size.
[bookmark: _Toc166145818]RAN2 to agree on the enhanced DSR format provided in figure 6.
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[bookmark: _Ref165643657]Figure 6: New DSR format with multiple rows for each LCG. The report indicates the importance level of the reported buffer size and remaining time.

3	Conclusion
[bookmark: _In-sequence_SDU_delivery]In the previous sections we made the following observations: 
Observation 1	It is unclear in what traffic scenarios the addition of delay information to the LCP mechanism provides gains to XR capacity.
Observation 2	Rel18 DSR solution has granularity limitations in the reporting of buffer size and remaining time.
Observation 3	DSR has issues supporting PDU Sets with multiple importance levels in the UE buffer.
Observation 4	There are multiple options possible for grouping the data in the DSR report but grouping based on PDU Sets is the most effective one for XR traffic.

Based on the discussion in the previous sections we propose the following: 
Proposal 1	Before enhancing any LCP mechanism with delay information, it needs to be shown that there exist scenarios where such enhancements improve the XR capacity.
Proposal 2	Enhance DSR to report with multiple pairs of remaining time and buffer size.
Proposal 3	Grouping of data in the DSR should be based on PDU Sets.
Proposal 4	Importance level to be indicated in the DSR format using a new I-bit instead of the previous R-bit.
Proposal 5	RAN2 to agree on the enhanced DSR format provided in figure 6.
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Appendix
	Parameter
	Deployment scenarios

	
	Dense Urban (38.913 w/ following parameters)

	Layout
	9 cells with wraparound
ISD: 200m (Dense Urban)

	Channel model
	UMa (38.901)

	UE Distribution
	80% indoor, 20% outdoor

	Carrier frequency
	4 GHz

	Subcarrier spacing
	30 kHz

	BS height
	25m

	UE height
	For Urban Macro, the UE height for indoor UEs is updated according to 38.913 

	BS noise figure
	5 dB

	UE noise figure
	9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Antenna Pattern
	3-sector antenna radiation pattern, 8 dBi

	BS Antenna Configuration 
	64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8), (dH, dV) = (0.5λ, 0.5λ)

	UE Antenna Pattern
	Omni-directional, 0 dBi

	UE Antenna Configuration 
	2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	Down Tilt 
	12 degrees

	BS Transmit Power
	44 dBm per 20 MHz

	UE max tx power
	23dBm

	System Bandwidth
	100 MHz

	TDD Configuration
	DDDSU

	Scheduler
	PF scheduler 

	PHY processing delay
	UE processing Capability #1
DL NACK to retransmission delay 1.5ms

	DMRS overhead
	1 DMRS symbol per PDSCH/PUSCH

	CSI reporting
	LA enhancements: periodic 2.5 ms, Rank restriction:  

	Transmission scheme
	Reciprocity-based precoding 
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