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Introduction
This document summarizes the discussions during RAN1#117 for the agenda item 9.1.2, Specification support for positioning accuracy enhancement.

This discussion corresponds to the objectives related to the positioning use case described in RP-234039 (WID) below.
	RP-234039 (WID), Objective:
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




In the following, the delegates from participating companies are listed. Please check and add the contact information. We can use this list for future offline discussion, if such a need arises.
	Company/organization name
	Contact person
	Email of contact person

	Ericsson
	Yufei Blankenship
	yufei.blankenship@ericsson.com

	Ericsson
	Florent Munier
	florent.munier@ericsson.com

	Fujitsu
	Xin WANG
Yujia SHAN
	wangxin@fujitsu.com
shanyujia@fujitsu.com

	MTK
	harrison
	harrison.chuang@mediatek.com

	ZTE
	Cong WANG
	wang.cong8@zte.com.cn

	CMCC
	Yi Zheng
Yongchang Liu
	zhengyi@chinamobile.com
liuyongchang@chinamobile.com

	InterDigital
	Fumihiro Hasegawa
	fumihiro.hasegawa@interdigital.com

	vivo
	Huaming Wu
	huaming.wu@vivo.com

	vivo
	Yuanyuan Wang
	yuanyuan.wang.txyj@vivo.com

	CATT
	Yongqiang Fei
	feiyongqiang@catt.cn

	NEC
	Chen Wei
Miao Zhaobang
	chen_wei@nec.cn
miao_zhaobang@nec.cn

	Xiaomi
	Qin MU
	muqin@xiaomi.com

	OPPO
	Zhihua Shi
	szh@oppo.com

	Pengcheng laboratory
	Pingye XIANG
	xiangpy@pcl.ac.cn

	NVIDIA
	Xingqin Lin
	xingqinl@nvidia.com 

	TCL
	Tianqi Wu
	tianqi1.wu@tcl.com

	LG Electronics
	Jaehoon Chung
	jhoon.chung@lge.com

	Qualcomm
	Mohammed Hirzallah (Ali)
	mhirzall@qti.qualcomm.com

	ETRI
	Seungjae Bahng
	sjbahng@etri.re.kr

	Baicells
	Xiang YUN
Xiaonan WANG
	yunxiang@baicells.com
wangxiaonan@baicells.com

	Apple
	Kome Oteri
	ooteri@apple.com

	Fraunhofer
	Mohammad Alawieh
Georgios Kontes
	mohammad.alawieh@iis.fraunhofer.de
georgios.kontes@iis.fraunhofer.de 

	Sony
	Basuki Priyanto
Yujie Zhang
	Basuki.priyanto@sony.com
Yujie.zhang@sony.com 

	Samsung 
	Qi XIONG
	Q1005.xiong@samsung.com 

	NTT DOCOMO
	Luhua You
Kosuke Shima
	youlh@docomolabs-beijing.com.cn
kousuke.shima.nr@nttdocomo.com

	Intel
	Chatterjee, Debdeep
	debdeep.chatterjee@INTEL.COM;

	Nokia
	Dick Carrillo Melgarejo
	dick.carrillo_melgarejo@nokia.com;

	CEWiT
	Shiv Shankar
Dhivagar Baskaran
	shivshankar@cewit.org.in
dhivagar.b@cewit.org.in

	Lenovo
	Robin Thomas
	rthomas7@lenovo.com 

	HW/HiSi
	Thorsten Schier
	Thorsten.schier@huawei.com

	Honor
	Guozeng Zheng
	zhengguozeng@honor.com



Model input
Sample-based vs path-based measurements for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 

	· vivo (R1-2404166)
Observation 1:	Based on the performance comparison between sample-wise reporting and path-wise reporting are shown in Table 2 and Figure 3, sample-wise reporting can provide 37.3% and 76.4% performance gain compared to path-wise reporting for 18 TRPs and 6 TRPs, respectively.
Observation 2:	An order of magnitude performance loss has been observed when the path selection method is inconsistent between training and test dataset, which are shown in Table 3 and Figure 4
Observation 3:	With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
Proposal 4:	Specify sample-wise channel measurement reporting for Case 2b and 3b of AI/ML based positioning due to the constraints of path-wise reporting.

	· Qualcomm (R1-2405144)
Proposal 1: For AI/ML positioning channel measurement generation for model input Case2b/3b, irrespective of whether RAN1 adopts Alt-A (if supported) and/or Alt-B measurements, RAN1 strives to reuse and enhance existing reporting framework and information to enable measurement reporting.

Proposal 2: For time domain channel measurement in AI/ML positioning Case2b/3b, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b).  
· FFS: Other alternatives.

Proposal 3: For time domain channel measurement in AI/ML positioning Case2b/3b, study the following potential solutions for enhancing uncertainties (if needed) in Alt-B measurement (Case2b/3b):
· Mixed dataset training
· Extend RAN4 accuracy tests to reduce uncertainty bounds for additional path measurements

	· TCL (R1-2404002)
Proposal 4: Support the sample-based measurement for AI/ML based positioning.
Proposal 5: The sampling rule for the sampling-based measurement should be clarified, e.g., the time interval between adjacent samples is derived based on the bandwidth of PRS or SRS.

	· Lenovo (R1-2404526)

Proposal 1: On the time domain channel information representation, consider support for a hybrid approach in relation to the cases:
•	For Cases 1, 2b, and 3b: Support sample-based time domain representation 
•	For Cases 2a and 3a: Support legacy-based path timing time domain representation
•	Note: For each of the above use cases, use of one type time domain representation (e.g. sample-based approach) in training and another type of time domain representation (e.g. path-based approach) during inference is not supported.

Proposal 2: It is up to implementation to resolve the ambiguities/inconsistencies of either sample-based or path-based time domain channel measurements during training and inference.

	· InterDigital (R1-2404650)

Proposal 15: For case 3b and case 1, support Alternative b for representation of time domain channel measurements and reuse path-based reporting with the granularity up to k=-6 as specified in Release 18.
Proposal 16: For case 3a, support Alternative (b) since an AIML model may be able to estimate ToA that is not aligned with sampling periods.
Proposal 17: For direct AI/ML based positioning, for case 3b, no enhancements are needed for UL measurements (UL-RTOA, SRS-RSRP and SRS-RSRPP) reported from the gNB to LMF
Proposal 18: For direct AI/ML based positioning, for case 1, adopt RSRP, RSRPP and DL-RSTD measurement for the UE to determine input for an AIML model for direct AIML positioning


	· Apple (R1-2404273)
Proposal 1: Rel-19 AI/ML based positioning, when comparing sample-based measurement input and path-based measurement input:
· Overhead: Path-based measurements have a lower overhead (6.4124 samples on average for 100MHz)  than sample-based measurements (16.5393 samples on average for 100 MHz).
· Performance: 
· Path based measurements showed worse performance than sample-based measurements in low complexity and/or smaller bandwidth scenarios.
· Path based measurements showed approximately the same performance as sample-based measurements in large bandwidth scenarios with high complexity models.

Proposal 2: On the applicability to the different sub-use cases in the LCM stages of AI/ML positioning:

Path/Sample Input for different Sub-use cases
	
	Training Measurement Input
	Inference
	Monitoring

	Case 1
	Specify both
	N/A
	Depends on location and monitoring input required

	Case 2a
	Specify both
	Specify both
	

	Case 2b
	Specify both
	N/A
	

	Case 3a
	Specify both
	Specify both
	

	Case 3b
	Specify both
	N/A
	


 

Proposal 3: Support both path-based measurement input and sample-based measurement input.
· Sample based model input can be viewed as a special case of path-based input with equi-spaced timing samples

Proposal 4:  Support modification of path based feedback to support sample type feedback for case 2b and 3b (for inference) and all types (for data collection in model training). The existing path-based feedback specification can be modified to support sample based model input by:
· Timing is eqi-spaced on a grid with signaling  that indicates the equal spacing size
· The relative time difference of each reported path (nr-RelativeTimeDifference)  is an integer multiple of a configured timing and represents a sample timing
· The reference path may be the 1st path or the largest path by magnitude
· Increasing the number of additional paths supported to [16, 32, 64, 128].
· Option 1: The samples reported may be Nt consecutive samples 
· Option 2: The samples reported are the the Nt strongest samples
· Support both absolute and differential RSRPP mapping for RSRPP values
· The magnitude depends on the input type 
· Delay profile: no magnitude
· Power Delay Profile : RSPP
· CIR: RSPP and phase

	· Huawei, HiSilicon (R1-2403930)

Proposal 1: Regarding the report of channel measurements, support the use of legacy mechanism subject to path-based measurements.

	· Fraunhofer (R1-2404316)

Proposal 4: 	Define new measurement, including sample-based time domain CIR to provide model input for cases 2b and 3b.  
Proposal 5: 	Consider refining existing measurements over introducing entirely new measurements to support AI/ML assisted positioning for cases 2a and 3a.

Proposal 13: 	Consider a sample based approach for the new measurement report:
· Vector(s) of samples including the CIR or PDP 
· Time stamp of the first sample of the vector (or offset of the first sample of the relative to the reported ToA). 
· Sampling frequency used for the vector
· Opt 1: Sampling frequencies inline with the numerology are supported only. 
· Opt 2: The measurement unit may select the sampling frequency and reports the selected sampling frequency 

Proposal 14:	Evaluate the loss introduced by path-based reporting taken into account state-of-the-art path detection algorithms. 


	· CATT, CICTCI (R1-2404385)
Proposal 9: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
Proposal 11: For case 3b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.
Proposal 14: For case 2b, if both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path based reporting is based on UE implementation or LMF indication.
Proposal 16: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule.

	· CMCC (R1-2404445)
Proposal 1: Sample-based measurements for AI/ML positioning is slightly preferred.
Proposal 5: For AI/ML based positioning, additional configurations or limitations can be supported to improve the efficiency of the measurement data reporting for positioning.

	· Sony (R1-2404491)
Proposal 6: Support sample-based time domain channel measurements as the AI/ML model input.

	· NVIDIA (R1-2404537)
Proposal 2: Support both of the following alternatives for time domain channel measurements for AI/ML based positioning:
•	Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
•	Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.

	· Fujitsu (R1-2404583)
Proposal 1 Prioritize the study on sample-based measurements and reporting as model input to support AI/ML positioning.

	· OPPO (R1-2404878)

Proposal 4: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, 
•	The existing reporting (from UE to LMF or gNB to LMF), which are path-based measurement, can be used as the input of LMF-side model
o	It can be done by LMF’s implementation. Thus, there is no RAN1 specification impact
•	Additionally, it can support sample-based measurements where the timing information is an integer multiple of sampling periods (Alternative (a)) as optional UE feature
•	 The above two bullets are applicable to UE-assisted/LMF based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

	· Xiaomi (R1-2404602)

Observation 1: For the comparison between sample-based input and the path-based input 
-	For the same setting of bandwidth and number of TRPs, sample-based input achieves better positioning accuracy
-	The positioning accuracy difference increases with the decrease of number of positioning TRPs
-	The overhead of path-based input is much less than that of sample-based input.
Proposal 1:
-	For Case 2b and Case 3b, support sample-based input. 
-	For Case 1, Case 2a and Case 3a,  it is up to implementation to determine the model input

	· ZTE, Pengcheng laboratory (R1-2405120)

[bookmark: _Ref162377030]Proposal 8: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support alternative (a): 
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 

	· Google (R1-2404683)
Proposal 3: Support the timing information based on sample-based measurements, where the power information is based on the DCT domain of the channel measurement.

	· MediaTek (R1-2404763)
Proposal 6-1: Support sample based measurement
Proposal 7-1: The time-domain sample based measurement as the model input is preferred at least for LMF side model
Proposal 7-4: The sample selection mechanism could be left to RAN4
Proposal 7-5: If RAN1 decides to define the sample selection mechanism for overhead reduction, consider the simple rule. The limitation on the maximum number of non-zero samples within a channel response measurement could be configured


	· ETRI (R1-2404767)
Proposal 1: Support sample-based measurement and reporting because sample-based measurements provide a clearer implementation and ensure consistent behavior of the UE/TRP for channel measurement.
Proposal 3: For Case 3b, a new data structure should be defined in the NRPPa protocol to report sample-based channel responses measured by the gNB to the LMF.
Proposal 4: For Case 2b, a new data structure should be defined in the LPP protocol to send sample-based channel responses measured by the UE to the LMF.

	· Nokia (R1-2404905)
Proposal 2: RAN1 to consider path-based and sample-based representation for AI/ML positioning cases.

	· Sharp (R1-2405069)
Proposal 2: For Rel-19 AI/ML-based positioning, sample-based measurement is supported for model input.
Proposal 3: If sample-based measurement is supported, new IE is supported for case 3b for NRPPa such as a sampling periodicity and bitmap.

	· CEWiT (R1-2405235) 
Proposal 4: Time domain sample-based measurement reporting is preferred.
Proposal 5: For LMF side model, where reporting overhead and availability of accurate channel measurement is of concern, since model training entity and data generation/collection entity are different, truncated sample-based method is preferred. 
Proposal 7: For path-based method of channel measurements reporting, a common algorithm to measure paths from the raw channel and granularity for path detection should be defined.


	· IIT (R1-2405283)
Proposal 1: Given the performance gain shown by sample-based model input as well as the ambiguity in obtaining path-based measurements, we suggest the use of sample-based model inputs.

	· NEC (R1-2404659)
Proposal 1:	Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
Proposal 2:	If the sample-based measurement will be specified for support AI/ML based positioning, at least sampling period, the number of samples, and the window for sample should be specified.
Proposal 3:	Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each case.


	· NTT DOCOMO (R1-2405031)
Proposal 4:
For Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support either one of the following
	Path-based measurement
	Further study enhancements to resolve the inconsistency for existing measurement between measurement of training and inference.
	Sample-based measurement
	Study sample-based measurements for channel response information, 
	E.g., study quantization of {delay, amplitude and phase} reporting
	Study enhancements of sample-based report for existing measurements.
	Study reporting format for sample-based measurements considering overhead reduction, at least including following aspects: 
	maximum number of samples in one reporting 
	reported number of paths for a sample

	· Samsung (R1-2404138)
Proposal 9.	path-based measurement could be considered with potential overhead reduction.

	· Intel (R1-2403974)

Proposal 10: 
· For cases 2b and 3b, consider the representation of timing information for model input using one of the following options:
· Path-based approach: Representation of timing information by taking  specific (not necessarily consecutive) time instances based on timing grid of output of path-detection. In specific, the timing information includes reference time, sampling period, and value of , and  timing instance values.
· Hybrid approach: Representation of timing information by taking  specific samples sampled at the nominal sampling rate and on the sampling grid of the estimated IFFT of the estimated frequency domain channel defined by the nominal sampling rate around (i.e., on the left and right of, within the overall IFFT window) each of M detected paths together with the M detected paths themselves, while in between detected paths a coarser sampling rate with sampling period that is an integer multiple of the nominal sampling period.
· FFS: Whether different approaches could be used for Cases 2b and 3b.

	· Lekha Wireless Solutions (R1-2404347)

Proposal 1: Use sample-based CIR measurement  to train AI/ML model  in the case of assisted positioning to determine velocity or mobility class of UE .

	· Ericsson (R1-2403898)
[bookmark: _Toc166260828]Proposal 1. RAN1 discuss and define a path/sample selection criterion based on path/sample power to remove the ambiguity in channel measurement report. 
[bookmark: _Toc166260829]Proposal 2. Adopt the path/sample selection criterion used in Rel-18 SI: Select the  paths/samples with the highest power among the  samples in the measurement window.
[bookmark: _Toc166260830]Proposal 3. Use a unified measurement report to report channel measurements (PDP, DP) for Case 3b/2b.





1st round discussion
Regarding the issue of sample-based vs path-based measurements for model input, the investigation follows from the agreement made in RAN1#116 (Feb 2024).
	Agreement (RAN1#116)
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.



For this topic, no decision could be made in RAN1#116bis, despite of earnest effort from delegates. Coming to RAN1#117, companies continue to provide their analysis and reasoning about this issue. Based on the submitted contributions to RAN1#117, Companies’ preference between Alternative A and Alternative B is as follow (please update/correct if your view is not captured correctly):

	Method
	Supporters

	Alternative A (sample-based measurement), 
20 sources
	vivo, CEWiT, Fujitsu, CATT/CICTCI, NEC, CMCC, Sony, ETRI, Google, Fraunhofer, Mediatek, ZTE/Pengcheng laboratory, Ericsson, Sharp, Xiaomi, TCL, IITM/IIT Kanpur

	Alternative B (path-based measurement), 
6 sources
	Huawei/HiSilicon, Qualcomm, Samsung, InterDigital, Intel

	Specify both, 
5 sources
	Lenovo, Apple, OPPO, Nokia, NVIDIA

	Unified/hybrid approach of sample-based and path-based,
3 sources
	Ericsson, Intel, Apple

	Undecided (Support one of Alternative A, B),
1 source
	DOCOMO




For reference, RAN1#116bis status (see R1-2403741) was:
	Companies’ preference between Alternative A and Alternative B is as follow (please update/correct if your view is not captured correctly):
· Alternative A (sample-based measurement), 15 sources: vivo, CEWIT, Fujitsu, CATT/CICTCI, NEC, CMCC, Sony, ETRI, Google, Fraunhofer, Mediatek, ZTE/Pengcheng laboratory, OPPO, Ericsson
· Alternative B (path-based measurement), 4 sources: Huawei/HiSilicon, Qualcomm, Samsung, Interdigital
· Both/hybrid methods, 8 sources: Intel, TCL, Nokia, Apple, Lenovo, Nvidia, Xiaomi, CATT/CICTCI




The distribution of supporters of the alternatives is similar from RAN1#116bis to RAN1#117. To make progress, RAN1 can go with the majority view (Alternative A (sample-based measurement)), or explore a unified approach that merge sample-based and path-based measurements. In the Option B "unified measurement" below, the measurement times are according to the legacy path-based measurements, selecting Nt' strongest channel measurements is according to the sample-based measurements in Rel-18 SI.

Note: "(if any)" refers to that DP only have timing information, and does not require other measurement (e.g., power for PDP) about the channel. "Nt' >=9" refers to that existing specifications support a maximum of 9 paths (first path + 8 additional paths), and Rel-19 AI/ML may go beyond it.

Proposal 2.1.2-1
For Rel-19 AI/ML based positioning, regarding the channel measurements for determining model input, RAN1 study and select one of the following to support:
· Option A. sample-based measurement. 
· The measurement times are integer multiples of sampling periods, and the corresponding measurements (if any) are the observed time domain channel measurement at the measurement times. 
· FFS: whether the measurement times are (a) a measurement window of Nt consecutive samples or (b) Nt' samples sub-sampled (i.e., not necessarily consecutive) from a measurement window of Nt consecutive samples.
· FFS: how to signal the sampling period.
· Option B. unified measurement. 
· The measurement is composed of Nt' channel measurements. The measurement times are integer multiples of a timing granularity T, where T=2kxTc. The corresponding measurement (if any) is the observed time domain channel measurement at the measurement times.
· The Nt' channel measurements are selected according to the strongest power, and Nt' >=9.
· FFS: the value range of integer k for the timing granularity T. 


	
	Company

	Support
	

	Not support
	HwHiSi, InterDigital, TCL



	Company
	Comments

	HwHiSi
	The ambiguity issues of sample-based measurements have not been captured in the above summary, which has been raised by several companies in this meeting, as well as in the previous meeting. As discussed during the last meeting, proponents of sample-based measurements should explain how to mitigate ambiguity of sample-based measurements. We believe that the ambiguity issue for sample based reporting needs to be resolved before making any decision.
In addition, it is not clear how to consider Option A for down selection, when the definition of sample-based measurements in Option A is left as FFS in the second bullet of Option A. In this regard, several aspects of Option A need to specified, including:
· How are the measurement times determined?
· How is the measurement window determined?
· Based on which rule are the Nt' samples sub-sampled?
Or is the intention to leave these aspects up to implementation? 
For Option A, it is critical to decide first whether to report Nt or Nt’ samples firstly. Because their underlying issues are so different.
Regarding Option B, further clarification is needed regarding what it is meant with unified measurement. In the summary, it is stated that the measurement times (we suppose it refers to timing information?) are according to the legacy path-based measurements, but this is not stated in the bullets of Option B of the draft proposal. 
For both Option A and Option B, there are different ways how the Nt' channel measurements are selected according to the strongest power. Considering the example below with the indicated time granularity, selecting the Nt' =5 samples with the strongest power would lead to selecting only 5 samples associated with a first path. To obtain a better fingerprint with the given example, the number of samples to be reported should be increased, e.g., all samples need to be reported. 
[image: ]
If the timing granularity is made coarser, such a resulting fingerprint is subject to ambiguities due to the timing offset as we discussed in our paper. 
On the other hand, any reasonable implementation of path-based measurements would aim at determining the timing information of the 5 paths in the channel. Furthermore, For Option B, it is stated that the measurement times (timing information) are integer multiples of a timing granularity T, where T=2kxTc, while for Option A, the measurement times are integer multiples of sampling periods. If the timing granularity is equal to the sampling period, then it is not clear why Option A needs to be discussed. Based on the above discussion, it seems that only Option B needs to be further discussed.

	Nokia
	Clarification request to FL, what is the interpretation of the term “unified measurement” ?, why Path-based is not discussed/considered anymore in the proposal ?. 

	ZTE
	The definition of unified measurement seems more like path-based measurement wherein the number of additional path is extended. From the definition, we cannot see any features of sample-based measurements.
Chair’s guidance for the channel measurement report is to select ONE of sample-based or path-based measurement. May we can see the preference of companies that support ‘both’ or ‘hybrid’. 

	InterDigital
	Option B is a new measurement. Option B should be based on the path measurements defined in 38.215. It’s not clear whether the second bullet is needed. We propose to change Option B as follows.
· Option B. unified Enhancement (if any) to path-based measurement defined in TS 38.215. 
· The measurement is composed of Nt' channel measurements. The measurement times are integer multiples of a timing granularity T, where T=2kxTc. The corresponding measurement (if any) is the observed time domain channel measurement at the measurement times.
· The Nt' channel measurements are selected according to the strongest power, and Nt' >=9.
· FFS: the value range of integer k for the timing granularity T.
· FFS : Potential enhancements for path-based measurement defined in TS 38.215
[Moderator] The above edits show nothing beyond the legacy path-based measurement though. It does not include anything from path-based measurement, and thus not a unified measurement.

	TCL
	It seems that the Option B is a variant of the path-based measurement, by which the paths are detected at the integer multiples of a timing granularity. So we should delete the Option B if the majority of companies support the sample-based measurement to make progress.

	CATT, CICTCI
	Generally fine with this direction. But it seems Option B is a special case of Option A (with alternative (b) in its first FFS, if selected based on strongest power).

	NTT DOCOMO
	1. For option A, the specification impact of introducing sample-based measurement, and the compatibility with legacy NR positioning framework need to be clarified. 
2. For option B, the definition of unified measurement should be clarified first.

	NEC
	Could FL please elaborate more on option B, maybe an illustration, if possible, can help us to understand better. 
 

	Qualcomm
	We also share views of HWHiSi. In addition, this (unified measurement) is not clear.

In RAN1#116bis, Chair guided companies to discuss claimed implementation uncertainty issues and strive to resolve them based on enhancements of existing signaling as starting point. If they cannot be accomplished, then we can explore the sample-based alternative and see if it can solve it. Mixed dataset training with measurements of different path-based implementations should resolve the whole issue of inconsistency (if any/needed).     
In addition, the issue of implementation uncertainties existed even with classical methods and solution was to bound uncertainty with a RAN4 accuracy test. Both path-based and sample-based experience implementation uncertainties and there is no clear justification to rush for the sample-based alternative. The sample-based alternative is not also a promising solution because it also experiences implementation uncertainties. Please check QC’s evaluations below.
QC’s contribution (R1-2405144)
Alt-A: sample-based measurements
Alt-B: path-based measurements
Observation 12: For time domain channel measurement in AI/ML positioning Case2b/3b, Alt-A measurements can be subject to implementation uncertainties. Alt-A shows no accuracy benefits when compared to Alt-B. In addition, Alt-A has higher specifications load than Alt-B.


Proposal 3: For time domain channel measurement in AI/ML positioning Case2b/3b, study the following potential solutions for enhancing uncertainties (if needed) in Alt-B measurement (Case2b/3b):
· Mixed dataset training
· Extend RAN4 accuracy tests to reduce uncertainty bounds for additional path measurements
Table 3
	Training/Inference
	Alt-A (first timing uncertainty)
	Alt-A (second timing uncertainty)
	Alt-A (third timing uncertainty)

	Alt-A (first timing uncertainties)
	1.82
	2.97
	5.38

	Mix. of Alt-A implementations (mixture of timing uncertainties)
	2.43
	2.45
	2.63

	Training/Inference
	Alt-B Method1 (first timing uncertainty)
	Alt-B Method2 (first timing uncertainty)
	Alt-B Method3 (first timing uncertainty)

	Alt-B Method1 (first ftiming uncertainty)
	1.79
	2.12
	2.12

	Training/Inference
	Alt-B Method1 (third timing uncertainty)
	Alt-B Method2 (third timing uncertainty)
	Alt-B Method3 (third timing uncertainty)

	Mix. of Alt-B implementations (Methods1/2/3 and mixture of timing uncertainties) 
	2.13
	2.27
	2.28




	Fujitsu
	We think the boundary between OpionA and OptionB should be clarified if go with this direction.

	Fraunhofer
	Agree with the modification made by IDC on option B. 
The concerns from Huawei are valid, however this can be regarded as further details with potential specification impact rather than ambiguity from supporting sample based.

	Apple
	As a compromise, we suggest that we define an extension to the path based measurement that can support sample based measurements with the addtitional path timings on a grid. We are fine with IDCC’s update.




2nd round discussion
In the first round discussion, there is the feedback is it is confusing to change from Alternative A/B to Option A/B. Thus, it is updated below that Option A = Alternative A, Option B is Alternative C. Alternative C (i.e., Option B in Proposal 2.1.2-1) is intended to be a compromise between sample-based and path-based. Alternative B (legacy path-based) is not included in the proposal since it is clearly minority view. We should try to make progress.

For the 2nd round, two versions of proposals are provided below. Proposal 2.1.3-1 reflects majority view and some comments in 1st round that RAN1 should down-select between path-based and sample-based. Proposal 2.1.3-2 try to include the unified measurement to merge path-based and sample-based. We can check which version of the proposals can is better for moving RAN1 forward.

Proposal 2.1.3-1
For Rel-19 AI/ML based positioning, regarding the channel measurements for determining model input, RAN1 adopt the following:
· Alternative A. sample-based measurement. 
· The measurement times are integer multiples of sampling periods, and the corresponding measurements (if any) are the observed time domain channel measurement at the measurement times. 
· FFS: whether the measurement times are (a) a measurement window of Nt consecutive samples or (b) Nt' samples sub-sampled (i.e., not necessarily consecutive) from a measurement window of Nt consecutive samples.
· FFS: how to signal the sampling period.

	
	Company

	Support
	ZTE, NEC

	Not support
	InterDigital, Nokia, HwHiSi



	Company
	Comments

	InterDigital
	We should clarify the details (especially Option B) of Proposal 2.1.2-1 first. 

	Nokia
	Agree with InterDigital.

	Xiaomi
	We consider this proposal only applies to Case 2b and Case 3b. 
For Case 1, 2a and 3a, how to determine the input is up to implementation 

	Qualcomm
	Necessity of Alternative A needs to be clarified and technically justified when compared to existing legacy reporting of timing and information. 
There is no complete definition of Alternative A and it is not clear whether companies have common understanding on subsampling (as you can see many FFS issues still need to be clarified). 
In addition, the FFS ignore other important aspects, at least, (1) methodology of generating time domain response, (2) sampling grid alignment in time domain when timing errors/uncertainty is present, (3) referencing for sampling grid, (4) methodology for window placement on the sampling gird, etc.  

	TCL
	Generally fine. Some rewording maybe included.

	HwHiSi/
HwHiSi2
	Proponents have claimed that already supported legacy path based reporting suffers from ambiguity issues.
Last meeting and also in this meeting a substantial number companies have shown that sample based has ambiguity issues. These issues are not adressed by Option A.
The FFS on how whether to report Nt or Nt‘ is too big of an issue that it can be handled in a simple FFS, but needs to be know before agreeing to support:
If Nt‘ is reported, the performance becomes very sensitive to time-synchronisation errors and a method how to select the Nt‘ needs to determined. 
If Nt is reported, the overhead is large, but some performance issues with selcted Nt‘ sample may be overcome. 
For Option C in the proposal below, a selection method has been suggested before the agreement, whereas for Option A it seems to be the goal to fix this somehow later after an agreement. This is not a fair comparison of options.
Also, we want to add, this discussion is not critical, the already supported path reporting can work, potentially with the extension on the number of reported paths and also the the measurement cannot only be used to determine the model input. If needed, we should discussed required enhancements on top of legacy.




Proposal 2.1.3-2
For Rel-19 AI/ML based positioning, regarding the channel measurements for determining model input, RAN1 study and select one of the following to support:
· Alternative A. sample-based measurement. 
· The measurement times are integer multiples of sampling periods, and the corresponding measurements (if any) are the observed time domain channel measurement at the measurement times. 
· FFS: whether the measurement times are (a) a measurement window of Nt consecutive samples or (b) Nt' samples sub-sampled (i.e., not necessarily consecutive) from a measurement window of Nt consecutive samples.
· FFS: how to signal the sampling period.
· Alternative C. unified measurement. 
· The measurement is composed of Nt' channel measurements. The measurement times are integer multiples of a timing granularity T, where T=2kxTc. The corresponding measurement (if any) is the observed time domain channel measurement at the measurement times.
· The Nt' channel measurements are selected according to the strongest power, and Nt' >=9.
· FFS: the value range of integer k for the timing granularity T. 


	
	Company

	Support
	

	Not support
	Nokia, TCL, HwHiSi



	Company
	Comments

	Lenovo
	We tend to prefer a compromised approach where both sample-based and path-based options are considered depending on the use case since it seems challenging to adopt one of the options, e.g., Use case 2a,3a  adopt path-based while use cases 1,2b,3b adopt sample-based. The unified measurement still needs some clarity as it seems to be a new type of measurement-- Nt’ is not defined in legacy and Nt’>=9 is a new condition.

	Nokia
	There are several companies proposing to agree on both timing representations. However, this proposal is explicitly mentions to “select one”. As pointed by Lenovo and other companies, we believe that both are beneficial based o the scenarios/cases. In summary, we do not agree with the direction of the proposal. 

	Xiaomi
	In our understanding, Alternative C is also a kind of sample-based representation. At current stage, we don’t think we need to rush to down-select one of them. We consider maybe both of them can be supported 

	Qualcomm
	This does not seem to show a compromise. Alternative C is just a more restrictive version Alternative A. 

A good compromise is to adopt legacy reporting (Alt-B) and study whether Alternative A or Alternative C would be needed as an additional measurements extension or choice (in addition to Alt-B).

	TCL
	Since the majority of companies support sample-based measurement, Alternative C, which is a variant of path-based measurement, is unnecessary. We should focus on the Alternative A to make progress and further discuss the implementation of sample-based measurement, such as sampling period and sub-sampling.

	HwHiSi / HwHiSi 2
	As stated also above, this is not a fair comparison between Option A and Option C. Option A would still suffer from time-synchronisation errors and how to select the Nt‘ samples is still left open. Whereas for Option C this has been decided.  



3rd round discussion
For the 3rd round discussion, the following proposals were put together by incorporating input from delegates of several companies.

Proposal 2.1.4-1
Sample-based measurement is defined as:
· The measurement is composed of Nt' samples of the estimated channel response in time domain. The timing information for the Nt' samples are reported with a timing granularity T, where T=2kxTc. k represents the timing reporting granularity factor. Tc is the basic time unit for NR. 
· The Nt' samples with the strongest power are selected from the estimated channel response in time domain.  
· The corresponding measurement (e.g., power if reported) corresponds to the measurement for the reported Nt' samples.
· Nt' and k can be signalled 
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T, considering the tradeoff of signaling overhead and performance. Note: k=4 was used in Rel-18 SI evaluations.
Note: The measurement times are defined as a relative time.
Note: Further discussion is expected on the determination of Nt' and k (including signalling) 

Proposal 2.1.4-2
Path-based measurement refers to the measurement in the existing specifications (up to Rel-18) including measurement reporting, with potential enhancements on the number of reported paths (if needed).


/configurable
by LMF are variable, Nt'>=9. 

· The corresponding measurement (e.g., power if reported) is the observed time domain channel response at the measurement times.

· FFS: Signaling exchange to decide on the final values of Nt' and k.
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T. Note: k=4 was used in Rel-18 SI evaluations.


Proposal 2.1.4-2
In Rel-19 AI/ML based positioning, both sample-based measurement and legacy measurement report are supported.
· When the measurement is reported by UE, it is subject to UE capability.


In Rel-19 AI/ML based positioning, regarding the time domain channel measurements,
· If new_measurement_Rel19 is flagged, use sample-based measurement;
· Otherwise (i.e., new_measurement_indication is absent or not flagged), use legacy measurement report (i.e., path-based measurement);


· Sample-based measurement are requested using a new measurement request;
· Note: legacy measurement report (i.e., path-based measurement) can also be used using legacy measurement request;

	
	Company

	Support
	

	Not support
	HwHiSi



	Company
	Comments

	Nokia
	Thanks to FL for the effort on converging all companies view. As the Vice-chair suggested, lets start from the definition of both, sample-based and path-based. Thus, we suggest to complement Proposal 2.1.4-1 and Proposal 2.1.4-2 with the following rewording:

Proposal 2.1.4-1 (updated)
Sample-based measurement is defined as:
· The measurement is composed of Nt' detected samples of the time domain channel response. The measurement times are integer multiples of a timing granularity T, where T=2kxTc. The corresponding measurement (e.g., power if reported) is the observed time domain channel response at the measurement times.
· The Nt' parameter channel measurements with represents the strongest power contribution of detected samples are selected.  
· k represents the timing reporting granularity factor.
· Tc is the basic time unit for NR. 
· Nt' and k are configurable. 
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T. 

Path-based measurement is defined as:
· The measurement corresponding to the legacy Rel-18 positioning.
· Note: additional enhancements are not precluded.



Proposal 2.1.4-2 (updated)
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements,
· If measurement_indication is flagged, use sample-based measurement;
· Otherwise, use legacy measurement report (i.e., path-based measurement) with additional enhancements;
Note: The measurement time is defined as a relative time.


	Hw/HiSi
	Do not the support the two proposals.
For the definition of the sample based method, several factor are not mentioned, but have to be aligned, e.g. sample rate, IFFT size. This definition does not define the sample based measurements unambigously.
Also, the definition is very open on the number of Nt‘ samples. But this is a crucial parameter and needs to be deterimined firstly. Before making any agreement.
· If Nt‘=Nt the overhead will become too large. 
· But if Nt‘ is smaller, e.g. 8-16 paths ambiguity issues in the sample selection will occur. 
The ambiguity issues with sample based reporting are not solved, therefore we cannot agree to the second proposal to support sample based reporting. Below we illustrate this when selecting Nt‘ samples. Then, a time-offset error can result in very differnt responses, and an aligned starting time of the window is crucial. There are several sources of such offsets which cannot always be perfectly calibrated, i.e., resulting from sync offsets, timing errors at the transmitter and receiver, the figures below show an example of a power delay profile for sample-based measurements with slightly different timing offsets for the same channel associated with a UE at a given position. 
For the figures below, it is assumed that  samples with the largest power are selected for the sample-based measurement. As can be observed, the two sample-based measurements are quite distinct even with a small timing offset between the two measurements. If the training is done with a sample-based measurement with a first timing offset, then the model may fail to predict the same UE location if the sample-based measurements with a second timing offset is observed during inference. The ambiguity due to the timing offset may not be resolved by training with a mixed dataset with different timing offsets. Simulation results from RAN1#116b show that training with a mixed dataset containing measurements with up to 10 ns and 20 ns of timing offsets is not able to resolve the ambiguity for sample-based measurements.
Proponents should firstly provide a solution that is workable, before we can agree on supporting it.
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Timing measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)
Proposal 4: For time domain channel measurement in AI/ML positioning Case2b, as starting point, discuss reference timing considered in existing legacy DL timing measurements (e.g., reference timing considered in DL RSTD and UE Rx – Tx time difference measurements as defined  in TS 38.215 Clauses 5.1.29 and 5.1.30).

	· TCL (R1-2404002)
Proposal 6: The DL-RTOA reference time can be introduced for downlink AI/ML based positioning.

	· Lenovo (R1-2404526)

Proposal 7: For Case 3b, support the use of UE Rx-Tx time difference measurements (Multi-RTT) for the LMF-side model. The UE reference time of the beginning of the subframe is same as legacy.

	· InterDigital (R1-2404650)
Proposal 19: For Case 1, include a timestamp in the measurement forwarded by the LMF in absolute time to indicate when the measurement was made
Proposal 20: For Case 1, the timestamp with absolute time should be included per measurement in the measurement forwarded by the LMF

	· CATT, CICTCI (R1-2404385)
Proposal 10: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods;
Path-based reporting may be enhanced to support reporting more samples.
Proposal 12: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.
Proposal 13: For case 2b, the following one or two options of timing information reporting of sample-based channel measurements are considered:
· Option 1: Sample-based reporting
· Reference time: the TSubframeRxi defined in TS 38.215;
· Time offset: for the measurement of each TRP, the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time
· Bitmap: for the measurement of each TRP, the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.


	· Fujitsu (R1-2404583)
Proposal 2 Study at least the feasibility and benefits of the following options to report timing information for sample-based measurements.
	Option 1 Timing information reporting based on reference time.
	Option 2 Timing information reporting based on reporting window.
Proposal 3 For sample-based measurement, the start of sample-window is suggested to be studied and defined as the reference time. Whether the start of the window can be the same for both sample-based and path-based measurement can be further studied.
Proposal 4 Study the following aspects of defining the length of the sample-window:
○	Configuration-based values.
○	The length of the sample-window for each PRS is the same in one reporting.

	· Xiaomi (R1-2404602)

Proposal 10: 
· Study the reference timing for the measurement report in Case 2b
· Consider the following options as starting point 
· Option 1: Reuse the definition of reference timing for UL-RTOA
· Option 2: Utilize the receiving sub frame boundary as the reference timing.  


	· ZTE, Pengcheng laboratory (R1-2405120)

[bookmark: _Ref163050996]Proposal 11: For AI/ML based positioning case 3b, for gNB channel measurement reported to LMF, the timing information can be represented relative to the existing gNB Rx-Tx reference time TgNB-TX as defined in TS 38.215 to support multi-RTT.
[bookmark: _Ref163051002]Proposal 12: For AI/ML based positioning case 2b, for UE channel measurement reported to LMF, reuse the reference time of current DL RSTD and/or UE Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.


	· vivo (R1-2404166)

Proposal 5:	Reuse the legacy reference time for UE side channel measurements where one of the following options is adopted.
-	Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
-	Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

	· MediaTek (R1-2404763)
Proposal 3-3: The receiver branch(es) used for combination are under the same RX TEG
Proposal 7-2: Define the measurement of the samples in TS 38.215, and consider “DL reference signal channel response” as the measurement of the samples to be captured in TS 38.215

Proposal 7-3: The measurement type “DL reference signal channel response” could be defined as the channel response obtained from the resource elements that carry DL PRS configured for the measurement
Proposal 7-12: For LMF side model (case 3b) to support UL positioning method (similar to UL-TDOA), the model input for training and inference could also re-use the legacy reference time, which is the legacy UL RTOA reference time. It is applicable for both sample and path based measurements
Proposal 7-16: For LMF side model (case 2b) to support DL positioning method (similar to DL-TDOA), the model input for training and inference could also re-use the legacy reference time, which is the first path delay of signal from the reference TRP. It is applicable for both sample and path based measurements

	· Nokia (R1-2404905)
[bookmark: _Toc166192259][bookmark: _Toc166192205][bookmark: _Toc166192124][bookmark: _Toc166194132][bookmark: _Toc166192313][bookmark: _Toc166192059]For AI/ML based positioning Case 2b (using DL measurement) the reference time is based on the legacy reference time.


	· CEWiT (R1-2405235)
Proposal 1:  UL RTOA reference time to report timing information for Case 3b.
  

	· CEWiT (R1-2405235)
  
Proposal 6: The way of defining reference time for sample based (considering the timing offset) and path-based method of measurement report should be considered and defined.
 

	· ITL (R1-2405277)
Proposal 1:
For AI/ML based positioning Case 3b, the existing UL RTOA reference time T0+tSRS is applicable for only UL part, and TRP transmit timing of DL subframe should be used to support multi-RTT.

Proposal 2:
For AI/ML based positioning Case 2b, option 1 should be used to support DL-TDOA, and option 2 should be used to support multi-RTT.
- Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
- Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

	· Intel (R1-2403974)

Proposal 11: 
· For representation of the timing information for CIR/PDP/DP to serve as model input at least for AI/ML based positioning Case 2b, consider one of the following two options:
· Option DLRefTime-1: One of the TRPs, namely TRP , is used as a reference TRP. 
· Following the existing definition of RSTD in TS38.215, the reference time  is defined as the time when the UE receives the start of one DL subframe from the reference TRP  that is closest in time to the DL subframe received from TRP .
· Option DLRefTime-2: The reference time  is defined as the start of the DL subframe containing the measurement RS received from TRP . 
· The start of the DL subframe is determined from the UE Rx perspective.
· Solutions to convey the information on propagation delay are pursued, e.g., where the propagation delay information is conveyed separately in addition to the timing information related to CIR/PDP/DP.
Proposal 12: 
· Support relative differential time instance representation for representation of timing information of the channel response for model input in AI/ML based positioning using CIR/PDP/DP.
Proposal 13: 
· If path-based measurements is supported, the existing representation/quantization framework for timing-based metric reporting (e.g., RSTD, RTOA), with the smallest value of ReportingGranularityfactor (‘k’) of -6 as introduced in Rel-18, can be reused for representation of timing information of the channel response for model input in AI/ML based positioning.

	· Ericsson (R1-2403898)

Proposal 15	Introduce DL RTOA reference time as an absolute time to facilitate training data collection and model inference for DL.
Proposal 16	For model input with embedded timing information (e.g., DP, PDP), for training data collection and model inference, the timing information is represented relative to an absolute time.
Proposal 17	For direct AI/ML positioning Case 2b, for UE channel measurements reported to LMF,  the timing information of DP and PDP is represented relative to the DL RTOA reference time.  
Proposal 18	DL RTOA reference time is provided to the UE by the LMF via LPP.
Observation 33	Neither TSubframeRxi nor TUE-TX is appropriate as a reference time for DL channel measurement.


1st round discussion
Regarding the reference time for UE channel measurements reported to LMF, 3 options have been proposed by companies, as shown below.
· For option 1 (TSubframeRxi), the reference time comes from DL RSTD. It is the time to receive a DL subframe. It requires that a reference TRP (TRP j) be chosen, which should be aligned between training data collection (e.g. PRU) and model inference (target UE). 
· For option 2 (TUE-TX), the reference time comes from UE RxTxTimeDiff. It is the UE transmit timing of an uplink subframe. It also asks for the selection of the UL subframe closest in time to the DL subframe i received from the TP. TUE-TX is affected by the UE's choice of UL transmit timing.
· For option 3 (DL RTOA Reference Time), it is intended to mirror the UL RTOA Reference Time to DL. Similar to TSubframeRxi, it is the DL subframe time based on PRS reception. But it does not require a reference TRP.

Option 1:
	Definition
	DL reference signal time difference (DL RSTD) is the DL relative timing difference between the Transmission Point (TP) [18] j and the reference TP i, defined as TSubframeRxj – TSubframeRxi,

Where:
TSubframeRxj is the time when the UE receives the start of one subframe from TP j.
TSubframeRxi is the time when the UE receives the corresponding start of one subframe from TP i that is closest in time to the subframe received from TP j.

Multiple DL PRS resources can be used to determine the start of one subframe from a TP.

For frequency range 1, the reference point for the DL RSTD shall be the antenna connector of the UE. For frequency range 2, the reference point for the DL RSTD shall be the antenna of the UE.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE,
RRC_IDLE



Option 2:
	Definition
	The UE Rx – Tx time difference is defined as TUE-RX – TUE-TX

Where:
TUE-RX is the UE received timing of downlink subframe #i from a Transmission Point (TP) [18], defined by the first detected path in time.
[bookmark: _Hlk166859852]TUE-TX is the UE transmit timing of uplink subframe #j that is closest in time to the subframe #i received from the TP.

Multiple DL PRS or CSI-RS for tracking resources, as instructed by higher layers, can be used to determine the start of one subframe of the first arrival path of the TP. The time of the beginning of a subframe is determined by assuming the time durations of the OFDM symbols at the receiver are the same as defined in TS 38.211 [3].

For frequency range 1, the reference point for TUE-RX measurement shall be the Rx antenna connector of the UE and the reference point for TUE-TX measurement shall be the Tx antenna connector of the UE. For frequency range 2, the reference point for TUE‑RX measurement shall be the Rx antenna of the UE and the reference point for TUE‑TX measurement shall be the Tx antenna of the UE.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE



Option 3 (from Ericsson (R1-2403898)):
	The DL RTOA Reference Time (TDL-RTOA,ref) for the received PRS is defined as , where
-      is the beginning time of SFN 0 provided by SFN Initialization Time associated with the TRP transmitting the PRS 
-     , where  and  are the system frame number (SFN) and the subframe number of the PRS, respectively.





Based on companies' contributions to RAN1#117, there is no clear convergence among the options. Thus, it is proposed that companies continue to investigate the pros and cons of the options. 

Proposal 2.2.2-1
For AI/ML based positioning Case 2b, for UE channel measurements reported to LMF, the timing information is represented relative to a reference time, where the reference time is selected from the following.
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
· Option 3: Introduce a DL RTOA reference time T0+tPRS


	[bookmark: _Hlk103708880]
	Company

	Support
	TCL

	Not support
	HwHiSi, InterDigital



	Company
	Comments

	HwHiSi
	The motivation of introducing a new reference time with Option 3 is not clear. As Case 2b is of lower priority, it would be better to first consider existing reference times and evaluate if they can be used as reference time for Case 2b. 
As such, we suggest the following updated proposal:
Updated Proposal 2.2.2-1
For AI/ML based positioning Case 2b, for UE channel measurements reported to LMF, the timing information is represented relative to a reference time, where the reference time is selected from the following.
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
· FFS : Option 3: Introduce new reference time if the above two options cannot be used
Among the existing reference times, Option 1 is based on selecting a reference TRP which does not need to the same between a measurement in training and inference. As the reference TRP would be reported along with the measurements to the LMF, the LMF can ensure the same reference time by redefining the reference TRP. In this way, consistency can be ensured by the LMF. On the other hand, selecting the transmit time with Option 2 would result in a reference time subject to timing errors and thus its motivation as reference time is unclear. In legacy, the timing errors are removed when determining the UE Rx-Tx time difference measurement, as the receive timing is also subject to the timing errors.

	Nokia
	Our preference is to support legacy options. At least Option 1 must be supported. 

	ZTE
	Support option 1 and option 2. Introducing new reference time requires updates on current TS 38.215. Reuse the legacy reference time is quite enough for AI/ML positioning. HW’s updated version is also fine for us. 

	InterDigital
	Option 1 is a measurement for DL-TDOA while Option 2 is a measurement for multi-RTT. Given we don’t know whether we should support existing positioning methods to support AIML positioning, we should allow selection of multiple options.
Modified Proposal 2.2.2-1
For AI/ML based positioning Case 2b, for UE channel measurements reported to LMF, the timing information is represented relative to a reference time, where the reference time is selected from one or more of the following options.
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
· Option 3: Introduce a DL RTOA reference time T0+tPRS

	CATT, CICTCI
	OK to list all options. We think legacy reference time (TSubframeRxi) can be taken since:
(1) For LMF-side model, it can compensate the time offset between different reference TRPs. This information is available at LMF.
(2) For UE-side model, up to their implementation they can choose the reference TRP by themselves.

	NTT DOCOMO
	As the timing information applied by case 2b is time difference values, whether a reference time is necessary or beneficial for AI based positioning should be clarified. If yes, then option 1 and 2 is can be considered. Not support option3. 

	New H3C
	OK with option 1

	NEC
	Share the view with Huawei. Additionally, Option 1 is more compatible if the data is collected from multiple UEs/PRUs.

	Qualcomm
	We think reference time in legacy DL measurements should be sufficient. We do not see the justification to include Option 3 as a potential direction. 

	Fujitsu
	We share the similar view as that of QC and other companies, legacy DL measurmements would be sufficient.

	Lenovo
	Share the same view with most companies that the legacy options Option 1 or Option 2 should be considered for representing UE reference time with respect to Case 2b.



Power measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· CMCC (R1-2404445)
Proposal 2: For path-based measurement reporting, current DL PRS-RSRPP and UL-SRS-RSRPP can be used as a starting point.

	· Fujitsu (R1-2404583)
Proposal 5 Re-use the format of DL/UL RSRPP for the sample-based power information reporting of case 3b/2b model input.

	· MediaTek (R1-2404763)
Proposal 3-1: The channel response measurement, PDP, on each RS resource could be further combined among the RS resources to form the PDP for the associated receiver branch
Proposal 3-2: The corresponding RSRP with respect to the reported PDP are not be lower than the corresponding RSRP of the measured PDP in any of the individual receiver branches
Proposal 7-6: If the channel response measurement is agreed to support for reporting, the relative power among samples could be considered by setting power to 1 for the maximum sample. A scaling value for absolute power could be optionally reported

	· ETRI (R1-2404767)
Proposal 2: The effect of channel magnitude quantization on position accuracy and report size should be investigated.

	· Nokia (R1-2404905)
Proposal 3: RAN1 to consider at least the following measurements corresponding to inference input:
•	for UE-side models, DL RSRPP as per its existing definition in the specifications (TS 38.214)
•	for gNB-side models (Case 3a), UL RSRPP as per its existing definition in the specifications. 
•	for NG-RAN assisted LMF-side models (Case 3b) and for UE-assisted LMF-side models (Case 2b), UL RSRPP measurements and DL RSRPP measurements, respectively, as per existing legacy specifications.
•	FFS to include reporting of additional number of paths for DL-RSRPP and UL-RSRPP (e.g., to achieve desired positioning performance).
 
Proposal 34: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.

Proposal 35: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.

	· Intel (R1-2403974)

Proposal 14: 
· For path-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information of CIR/PDP/DP paths as AI/ML model input. 
· For sample-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information for sample-based CIR/PDP/DP taps/samples as AI/ML model input.
· FFS: Further adaptations to the existing definitions.

	· Ericsson (R1-2403898)
Observation 6	When compared to the total-power PDP input type, the 2-port PDP input type (1) doubles the signal sizes; (2) requires higher computational complexity; and (3) achieves marginal performance improvements.
Observation 7	When compared to the total-power PDP input type, the 1-port PDP input type (1) discards signal power and radio channel information that is readily available, and (2) achieves lower positioning accuracy.
Proposal 7	For the model input types for Case 3b (1st priority) and Case 2b (2nd priority), consider input based on DP or PDP samples containing sample powers summed over all receive antenna ports, i.e., total-power PDP.

Observation 34	The existing accuracy requirement and reporting resolution on power information RSRP are sufficient for Case 2b.
Proposal 19	For Case 2b, keep  existing specification on  RSRP accuracy requirement and reporting resolution requirement for UE reporting.  
Proposal 36	For AI/ML assisted positioning at gNB (Case 3a) and UE (Case 2a), measurement IEs for "additional path" are removed.
Proposal 37	For AI/ML assisted positioning at gNB (Case 3a) and UE (Case 2a), the measurement report includes time measurement only for the "first path", which is the virtual LOS path between transmitter and receiver.


1st round discussion
Based on the proposals and analysis submitted by companies, most companies think that the existing power measurement for uplink and downlink can be used as a starting point. Further enhancement on top of the existing measurements can be further discussed (e.g., multi-port; total power over all receiver branches).

Proposal 2.3.2-1
For AI/ML based positioning, regarding the power information for determining model input, use the existing definitions as a starting point.
· For DL measurements, 
· DL PRS reference signal received power (DL PRS-RSRP) as in 38.215 Clause 5.1.28;
· DL PRS reference signal received path power (DL PRS-RSRPP) as in 38.215 Clause 5.1.35;
· For UL measurements,
· UL SRS reference signal received power (UL SRS-RSRP) as in 38.215 Clause 5.2.5;
· UL SRS reference signal received path power (UL SRS-RSRPP) as in 38.215 Clause 5.2.6;

	
	Company

	Support
	

	Not support
	TCL



	Company
	Comments

	HwHiSI
	It is not clear for which cases the DL PRS-RSRP or UL SRS-RSRP would be considered as model input. In addition, there is no need to specify that the power information is used for determining the model input.
We suggest the following update to the proposal:
Updated Proposal 2.3.2-1
For AI/ML based positioning, regarding the power information for determining model input, use the existing definitions as a starting point.
· For DL measurements, 
· DL PRS reference signal received power (DL PRS-RSRP) as in 38.215 Clause 5.1.28;
· DL PRS reference signal received path power (DL PRS-RSRPP) as in 38.215 Clause 5.1.35;
· For UL measurements,
· UL SRS reference signal received power (UL SRS-RSRP) as in 38.215 Clause 5.2.5;
· UL SRS reference signal received path power (UL SRS-RSRPP) as in 38.215 Clause 5.2.6;

	ZTE
	As we agreed before, the power information is paired with timing information. 
If sample-based measurement is supported, the power information is associated with each sample index. While for path-based measurement, the power information is associated with each path. 
This can be discussed after the selection of path-based/sample-based measurement.

	InterDigital
	We have a question for clarification. Does this discussion have any relationship to the topic discussed in 2.1.2?

	TCL
	DL PRS-RSRPP and UL SRS-RSRPP are more suitable for the channel measurement. So we should delete the DL PRS-RSRP and UL SRS-RSRP.

	CATT, CICTCI
	Maybe OK but no hurry since it is still unclear whether sample-based or path-based measurement is to be supported.

	NTT DOCOMO
	Support.

	New H3C
	OK

	Fujitsu
	Generally fine.

	Apple
	Fine with this

	Lenovo
	This could be decided after the progress on the sampling vs path-based measurement discussion.



Phase measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Observation 15: For Case2b/3b, based on observations from Rel-18 Study Item, no clear benefits observed for reporting phase information (e.g., CIR) when considering trade-off between accuracy and reporting overhead.
 Proposal 5: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.

	· InterDigital (R1-2404650)

Proposal 21: Do not introduce CIR where all paths or samples (if supported) have phase information
Proposal 22: Support first-path phase measurement, namely RSCP and RSCPD, for AIML based positioning


	· Apple (R1-2404273)
Proposal 5: On the use of CIR model input for AI/ML positioning:
o	The relative performance of CIR and PDP depends on the complexity of the AI/ML model. 
· As complexity increases, CIR shows better performance than PDP.
o	With phase mismatch between the transmitter and receiver, the accuracy of AI/ML based positioning degrades.
· Option 1: This can be mitigated by training the model with data that suffers a similar mismatch. 
· Option 2: This can be mitigated by training the model with data that is compensated to remove the effect of the mismatch.

Proposal 6: On other aspects, limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away. 

Proposal 7: RAN1 to support using phase information (in addition to timing information and power information) for determining model input (i.e. support CIR based model input).
Proposal 11: Enhance current measurement input reports to LMF for cases 2b and 3b to support feedback of the CIR, PDP, and DP.
•	Examples include adding support to signal more elements and support for phase information.

	· Huawei, HiSilicon (R1-2403930)

Proposal 3: For AI/ML based positioning for all use cases, there is no necessity to take into account phase information including Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP (in addition to timing information and power information).
Proposal 4: For Case 3b/2b, reuse the legacy reporting of timing information or timing and power information from gNB/UE to LMF.
•	The use of phase information for the measurement reporting would need further justification.


	· CATT, CICTCI (R1-2404385)
Proposal 15: Phase measurement and reporting is supported for case 2b and case 3b. LMF makes the decision on whether to report the phase measurement and send the corresponding indication to UE/gNB/TRP.


	· CMCC (R1-2404445)
Proposal 4: For AI/ML based positioning, more discussion is needed for the comparison between CIR and PDP as model inputs.

	· Sony (R1-2404491)
Proposal 1: Support radio channel characteristics reporting in a form of channel impulse response (CIR) for AI/ML positioning.
Proposal 2: Support configurable CIR measurement report (e.g., report size, measurement window size) in an effort to reduce the signalling overhead.


	· NVIDIA (R1-2404537)
Proposal 1: Support reporting phase information in time domain channel measurements for AI/ML based positioning.

	· Fraunhofer (R1-2404316)

Proposal 14: 	Support a complex valued sample-based reporting offering:
-	lossless reporting of the channel impulse response
-	Supporting future enhancements of the AI/ML model 
Note: Phase information can be derived from the complex valued samples. A dedicated phase reporting is not required.

Proposal 15: 	Support truncated CIR reporting, wherein the report may include
•	(Short) vector of complex samples 
•	Time stamp of the first sample of the vector
•	Applied sampling frequency
•	 Estimated delay of the first path or N-paths relative to the time stamp of the first sample (this may allow to convert the report directly into a RSTD report).


	· Fujitsu (R1-2404583)
Proposal 6 There is no need to have phase information as model input to support AI/ML positioning for the following reasons:
a)	CIR:  Adding phase information can bring only negligible performance gains of AI/ML positioning accuracy with significant overhead increasing.
b)	Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP: The phase information for first path only may not be helpful to increase AI/ML positioning accuracy in NLOS scenarios.

	· OPPO (R1-2404878)

Proposal 3: For R19 AI-based positioning, NOT support the reporting based on phase information (in additional to timing information and power information).


	· Fujitsu (R1-2404583)
Proposal 6 There is no need to have phase information as model input to support AI/ML positioning for the following reasons:
a)	CIR:  Adding phase information can bring only negligible performance gains of AI/ML positioning accuracy with significant overhead increasing.
b)	Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP: The phase information for first path only may not be helpful to increase AI/ML positioning accuracy in NLOS scenarios.

	· Xiaomi (R1-2404602)

Proposal 2: The support of CIR should be deprioritized

	· ZTE, Pengcheng laboratory (R1-2405120)
Observation 2: Compared with PDP, CIR may provide better positioning performance when the signalling overheads of CIR and PDP are the same.
· Proposal 7: In AI/ML based positioning, support using phase information for determining model input.

	· vivo (R1-2404166)

Proposal 7:	In addition to delay and power, at least first-path phase reporting should be supported for AI/ML based positioning.
Proposal 8:	Raw CIR reporting can be supported, and LMF can eliminate the impact of random initial phases of transceiver by implementation.

	· MediaTek (R1-2404763)
Proposal 4-1: Don't consider the reporting of the phase difference between samples
Proposal 4-2: CIR is not supported

	· Nokia (R1-2404905)
　　Proposal 4: If RAN1 considers introducing legacy RSCP/RSCPD as inference input for AI/ML positioning, the LoS determination and integer ambiguity needs to be studied.
Proposal 5: CIR is not supported for inference input when the model running at the LMF-side, gNB-side or UE-side cases.

	· NEC (R1-2404659)
Proposal 12:	For case 1 and case 2a, whether support using phase as model input is up to UE implementation.
Proposal 13:	For case 3a, whether support using phase information as model input is up to gNB implementation.
Proposal 14:	For case 2b and case 3b, support reporting phase information as a component of the triplet {timing

	· Sharp (R1-2405069)
Proposal 1: For AI/ML based positioning, CIR is supported for model input.

	· NTT DOCOMO (R1-2405031)

Proposal 5: For direct AI/ML positioning, in addition to timing information and power information, phase information report is considered for determining model input.
	Rel-18 measurements (e.g., DL RSCPD, DL RSCP, UL RSCP) are considered as baseline for phase information report.

	· Intel (R1-2403974)

Proposal 15: 
· If phase information as model input is supported, consider extending the existing definitions of DL RSCP and UL RSCP to represent phase information for CIR as AI/ML model input to include phase information for the additional detected paths for path-based measurement or additional samples for sample-based measurement of the CIR as model input.
· FFS: Further adaptations to the existing definitions.

	· Ericsson (R1-2403898)
Proposal 9	Do not support phase information for determining model input, including CIR and single phase value for first path/sample. 


1st round discussion
Regarding the issue of using phase information (in addition to time and power) for determining model input, the investigation follows from the agreement made in RAN1#116 (Feb 2024).
	Agreement (RAN1#116)
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



For this topic, no decision could be made in RAN1#116bis. In contributions to RAN1#117, companies provided further analysis and expressed their views as follows (please update/correct if your view is not captured correctly).

	Support reporting CIR (i.e., phase info in addition to timing info and power info)?

	Yes (13)
	Sharp, DOCOMO, Apple, Sony, Fraunhofer, ZTE/Pengcheng laboratory, vivo, NVIDIA, Lenovo, NEC, CATT/CICTCI 

	No (10)
	QC, Nokia, Fujitsu, MediaTek, OPPO, Huawei/HiSilicon, Xiaomi, InterDigital, Ericsson 



	Support reporting only first path phase or first sample phase?

	Yes (3)
	vivo, InterDigital, ZTE

	No (6)
	QC, Fujitsu, Huawei/HiSilicon, OPPO, Ericsson




For reference, RAN1#116bis status (see R1-2403741) was:
	Support reporting CIR?

	Yes (10)
	Sharp, DOCOMO, Apple, Sony, Fraunhofer, ZTE/Pengcheng laboratory, vivo, NVIDIA, Lenovo

	No (11)
	QC, Nokia, ETRI, Fujitsu, MediaTek, OPPO, Huawei/HiSilicon, Xiaomi, Interdigital, Ericsson



	Support reporting first path phase or first sample phase?

	Yes (2)
	vivo (at least first-path phase), Apple

	No (7)
	QC, Fujitsu, MediaTek, Huawei, HiSilicon, OPPO, Ericsson, Intel




Apparently most companies didn't change their views from RAN1#116bis to RAN1#117. Companies' views on supporting phase information for model input are still divergent. This is after two meeting cycles for companies to exchange views and perform analysis. It does not seem promising that RAN1 can achieve a consensus to support phase information for model input.

Based on the views above, the following are proposed.
Proposal 2.4.2-1
For Rel-19 AI/ML based positioning for all use cases, in terms of using phase information (in addition to timing information and power information) for determining model input, do not support using one phase value (e.g., Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP) for the first path or first sample only. 

	
	Company

	Support
	

	Not support
	InterDigital, Apple



	Company
	Comments

	ZTE
	How to use the phase information is up to LMF implementation. There’s no spec impact for using phase information.

	InterDigital
	Phase measurement for the first-path should be supported for AIML based positioning as it is already specified.

	NTT DOCOMO
	Not support. 

	NEC
	We should first determine whether the model input should be specified for some cases, e.g., the type of model input for case 1/2a/3a may up to UE/gNB implementation based on its measurement, so it may be determined by itself whether use phase information as model input. 

	Fujitsu
	OK

	Fraunhofer
	It is unclear why CIR should not be supported. The majority of opposing companies agree that CIR contains complete information. Excluding CIR from the report based on limited analysis is questionable, especially when the potential gains outweigh the overhead. 
CIR reporting should be supported at least for data collection.


	Apple
	This is already defined in the Spec. 

	Lenovo
	Do not support FL’s proposal of restricting the use of phase information for all use cases on the first path as phase information could reveal additional features. Since it is legacy behaviour it is also unclear why this should not be considered.




Conclusion 2.4.2-2
For Rel-19 AI/ML based positioning for all use cases, there is no consensus in RAN1 to support CIR for determining model input. 

	
	Company

	Support
	HwHiSi, Nokia

	Not support
	ZTE, Fraunhofer, Apple



	Company
	Comments

	ZTE
	The major concern on supporting CIR is the overhead. 
For case 3b, if UE reports the whole channel measurement to LMF, the overhead may be too large. But for case 3b, there’s no need to worry about the signalling overhead for gNB’s report. 
Our preference is to discuss CIR case by case, at least for case 3b, the model input can be TRP’s CIR. And for case 1, case 2a, case 3a, there is no need to report the channel measurement information to LMF.

	InterDigital
	Our preference is to discuss Proposal 2.4.2-1 first.

	CATT, CICTCI
	Reporting phase information (e.g. DL RSCP) is legacy signaling which is already supported. The additional spec effort is nearly zero, if not completely zero. So at least for case 3b/2b, we think it can be supported and up to LMF’s choice. 
For case 1/2a/3a, it may be up to UE/gNB’s implementation (depends on whether we specify the format/content of collect data sample).

	Lenovo
	Also share ZTE’s view that CIR should be discussed on a case by case basis rather a general proposal for all use cases.



3rd round discussion

Conclusion 2.4.2-2
For Rel-19 AI/ML based positioning for all use cases, there is no consensus in RAN1 to support CIR for determining model input. 

Proposal 2.4.2-1
For Rel-19 AI/ML based positioning for all use cases, in terms of using phase information (in addition to timing information and power information) for determining model input, do not support using one phase value (e.g., Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP) for the first path or first sample only. 



Measurement size for model input associated with one TRP
The measurement size model input affects the signaling overhead for at least direct AI/ML positioning Cases 2b/3b. 
Several parameters may affect the measurement size. For example, for sample-based model input, the parameters include: time domain window size Nt, number of samples Nt'. For path-based model input, the parameters include: number of paths to report Np.
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Xiaomi (R1-2404602)

Proposal 3: If there is need for the model input specification, down select the following options for the time domain samples selection by comparing the positioning accuracy performance and the signaling overhead 
-	Option 1: Select Nt consecutive time domain samples as model input 
-	Option 2: Select N't time domain samples with the strongest power as model input
Proposal 4: If there is need for the model input specification, specify multiple values of Nt or N't, for configuration.

	· Nokia (R1-2404905)
Proposal 33: For the data collection of Case 2b/3b (LMF-side), for inference input, depending on the channel observation, UE/gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the DL/UL measurements content.  



Model output for assisted AI/ML positioning
This section discusses model output for assisted AI/ML positioning and potential measurement enhancements.
LOS/NLOS indicator for model output 
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· Qualcomm (R1-2405144)
Proposal 6: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.

	· Apple (R1-2404273)
Proposal 10: For AI/ML assisted positioning (i.e., Case 2a and 3a), when LOS/NLOS indicator is reported, the existing IE in 37.355 (LPP for Case 2a) and 38.455 (NRPPa for Case 3a) can be re-used from RAN1 perspective.

	· Huawei, HiSilicon (R1-2403930)

Observation 7: For Case 3a/2a, there is no need to indicate whether the LOS/NLOS indicator has been generated as in legacy or it is a predicted result. The reported soft indicator as supported in legacy can be re-used instead.

	· Fujitsu (R1-2404583)
Proposal 7 Re-use the format of LOS/NLOS indicator to support AI/ML model output reporting for case 3a/2a.

	· Sharp (R1-2405069)
Proposal 4: For Rel-19 AI/ML based positioning, RAN1 supports one or more of following cases regarding LOS/NLOS indicator and timing information to be reported:
Case 1: LOS/NLOS indicator derived by AI/ML and timing information derived by legacy measurement are reported
Case 2a: Only timing information derived by AI/ML is reported
Case 2b: Timing information derived by AI/ML and optionally associated LOS/NLOS indicator are reported

	· Ericsson (R1-2403898)

Observation 38	The LOS/NLOS indicator in legacy positioning report is a measure of the reliability of the measurement report.
Observation 39	AI/ML assisted positioning can provide measurement report of the NLOS channel with high confidence.

Proposal 27	For measurement reports based on AI/ML output, the (optional) LOS/NLOS indicator provides the same information as in legacy IE LOS-NLOS-Indicator, i.e., information on the physical LoS path.  



1st round discussion
Regarding model output of AI/ML assisted positioning (Case 3a/2a), the following agreement was made in RAN1#116:
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



The LOS/NLOS indicator is described as follows in 38.214, Clause 5.1.6.5.
	The values of the higher layer parameter LOS-NLOS-Indicator may be soft values (0, 0.1, …, 0.9, 1) or hard values (0, 1) with the values corresponding to the likelihood of LoS, with a value of 1 corresponding to LoS and a value of 0 corresponding to NLoS.



37.355:
	LOS-NLOS-Indicator-r17 ::= SEQUENCE {
	indicator-r17			CHOICE {
			soft-r17				INTEGER (0..10),
			hard-r17				BOOLEAN
			},
	...
}



NR-DL-TDOA-SignalMeasurementInformation, NR-Multi-RTT-SignalMeasurementInformation
		nr-los-nlos-Indicator-r17			CHOICE {
			perTRP-r17						LOS-NLOS-Indicator-r17,
			perResource-r17					LOS-NLOS-Indicator-r17
	}																				OPTIONAL,



38.455: 
[bookmark: _Toc112766511][bookmark: _Toc74152362][bookmark: _Toc99959217][bookmark: _Toc56773077][bookmark: _Toc105612403][bookmark: _Toc113379427][bookmark: _Toc155982895][bookmark: _Toc120091980][bookmark: _Toc106109619][bookmark: _Toc88654215][bookmark: _Toc64447706][bookmark: _Toc99056284][bookmark: _Toc51776055]9.2.37 	TRP Measurement Result
This information element contains the measurement result.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description
	Criticality
	Assigned Criticality

	Measured Result Item
	
	1 .. <maxnoPosMeas>
	
	
	-
	

	>CHOICE Measured Results Value
	M
	
	
	
	-
	

	>>UL Angle of Arrival
	
	
	9.2.38
	
	
	

	>>UL SRS-RSRP
	
	
	INTEGER (0..126)
	
	
	

	>>UL RTOA
	
	
	9.2.39
	
	
	

	>>gNB Rx-Tx Time Difference
	
	
	9.2.40
	
	
	

	>>Z-AoA
	
	
	9.2.67
	
	YES
	reject

	>>Multiple UL-AoA
	
	
	9.2.71
	
	YES
	reject

	>>UL SRS-RSRPP
	
	
	9.2.72
	
	YES
	reject

	>Time Stamp
	M
	
	9.2.42
	
	-
	

	>Measurement Quality
	O
	
	9.2.43
	
	-
	

	>Measurement Beam Information
	O
	
	9.2.57
	
	-
	

	>SRS Resource type
	O
	
	9.2.73
	
	YES
	ignore

	>ARP ID
	O
	
	9.2.75
	
	YES
	ignore

	>LoS/NLoS Information
	O
	
	9.2.77
	
	YES
	ignore

	>Mobile TRP Location Information
	O
	
	9.2.88
	
	YES
	ignore




From companies' contribution, one issue is, whether multiple LOS/NLOS indicators (and timing information) can be reported, e.g., to support multiple-hypotheses soft info of LOS indicator and timing information, as discussed in Qualcomm (R1-2405144). 
Based on companies' contribution, the majority view is to fully reuse the legacy LOS/NLOS indicator. Thus the following is proposed to reflect the majority view.

Proposal 3.1.2-1
For AI/ML assisted positioning Case 3a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE "LoS/NLoS Information" in 38.455;
· one LOS/NLOS indicator is optionally reported per TRP as in the existing specification.


	
	Company

	Support
	HwHiSi, ZTE, InterDigital, TCL, CATT/CICTCI, NTT DOCOMO,New H3C, Support, Apple

	Not support
	



	Company
	Comments

	ZTE
	Generally fine.

	CATT, CICTCI
	Support reusing current definition.

	Qualcomm
	We find extending existing specification to support multiple LOS/NLOS indicators per TRP on one observed SRS resource is of a small specification load. It can be optionally included.  

Updated proposal:
For AI/ML assisted positioning Case 3a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE "LoS/NLoS Information" in 38.455;
· one Multiple LOS/NLOS indicators are optionally reported per TRP per resource as in the existing specification.


	Fujitsu
	We are open to study multiple LOS/NLOS indicators if its benefits can be justified.

	Lenovo
	Ok to support as a starting point and any further changes could be further discussed.




Proposal 3.1.2-2
For AI/ML assisted positioning Case 2a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE LOS-NLOS-Indicator-r17 in 37.355 for Case 2a;
· one LOS/NLOS indicator is optionally reported per TRP or per resource as in the existing specification.


	
	Company

	Support
	HwHiSi, ZTE, TCL

	Not support
	



	Company
	Comments

	CATT, CICTCI
	Support reusing current definition.

	Qualcomm
	Similar to previous proposal. We find extending existing specification to support multiple LOS/NLOS indicators per TRP per resource (i.e., per PRS)  is of a small specification load. It can be optionally included.  

Updated proposal:

For AI/ML assisted positioning Case 2a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE LOS-NLOS-Indicator-r17 in 37.355 for Case 2a;
· Multiple LOS/NLOS indicators are optionally reported per TRP or per resource as in the existing specification.





3rd round discussion
Proposal 3.1.2-1
For AI/ML assisted positioning Case 3a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE "LoS/NLoS Information" in 38.455;
· one LOS/NLOS indicator is optionally reported per TRP as in the existing specification.

Proposal 3.1.2-2
For AI/ML assisted positioning Case 2a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE LOS-NLOS-Indicator-r17 in 37.355 for Case 2a;
· one LOS/NLOS indicator is optionally reported per TRP or per resource as in the existing specification.



Timing information for model output 
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· InterDigital (R1-2404650)

Proposal 25: For AIML assisted positioning, support an indication in the measurement report to indicate the reported timing measurement is inferred.

	· Huawei, HiSilicon (R1-2403930)

Proposal 5: For Case 3a/2a, support the indication of the predicted timing information obtained with the AI/ML model by reusing the timing quality indicator to distinguish from the measured timing information.

	•	Apple (R1-2404273)
Proposal 9: For AI/ML assisted positioning cases 2a and 3a, the following outputs may also be signaled:
•	“Made with AI” indicator
•	Time stamp

	· CMCC (R1-2404445)
Proposal 8: For AI/ML based positioning, whether the reported measurement is AI based could have an indication.

	· Sony (R1-2404491)
Proposal 7: For AI/ML assisted positioning case 2a and case 3a, the positioning measurement reporting includes the indication whether the LOS/NLOS indicator is based on AI/ML computation or not.

	· Fujitsu (R1-2404583)
Proposal 8 For single model output of case 3a/2a, the reporting of the agreed timing information can re-use legacy formats.

	· OPPO (R1-2404878)

Proposal 5: For UE-assisted/LMF based positioning with UE-side model (Case 2a) and NG-RAN node assisted positioning with gNB-side model (Case 3a)
•	Introduce new information in the reporting to indicate the reported results are generated by legacy method or AI-based method
•	FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or new field/IE to reflect the quality/confidence/probability of reported results based on AI model output

	· vivo (R1-2404166)

Proposal 10:	The legacy measurement RSTD and LOS/NLOS indicator can be reused as intermediate measurements of AI/ML assisted positioning. An additional indication is needed to indicate that the report measurement comes from AI/ML models.

	· Mediatek (R1-2404763)
Proposal 7-8: Support local coordinate, which are “Local 2D point with uncertainty ellipse” and “Local 3D point with uncertainty ellipsoid”, for location information reporting within UE based positioning with AI/ML method
Proposal 7-9: The location source is to indicate using which positioning method for location estimate by UE to the LMF. The direct AI/ML method leverages the finger-printing concept and therefore we propose to add “dl-aiml-fp-r18”.
Proposal 7-18: For UE side model (case 2a) to support DL positioning method (similar to DL-TDOA), for both the training and inference, the model input and model output may also re-use the legacy reference time, which is the first path delay of signal from the reference TRP. It is applicable for both sample and path based measurements

	· Nokia (R1-2404905)
Proposal 6: In Case 3a, gNB reports its inference output per TRP as in legacy approach.
Proposal 7: No RAN1 specification impact is expected for inference output of LMF-side models (Case 3b and Case 2b).
Proposal 8: Inference of UE-side models may be requested by LMF via LPP Request Location Information. In response, UE reports its inference output to LMF via LPP Provide Location Information.

	· NTT DOCOMO (R1-2405031)
Proposal 6: For AI/ML assisted positioning (i.e., Case 2a and 3a), the necessity to indicate whether the intermediate measurement is generated by an AI/ML model or not needs further justification.

	· Intel (R1-2403974)

Proposal 16: 
· For AI/ML-assisted positioning (Cases 2a and 3a), consider support of reporting of the following information from UE and gNB to LMF respectively:
· UE to LMF (Case 2a): RSRP/RSRPP for first and additional paths along with associated path timings, e.g., DL RSTD, UE Rx-Tx time difference. 
· gNB to LMF (Case 3a): AoA and/or RSRP/RSRPP for first and additional paths along with associated path timings, e.g., UL RTOA, gNB Rx-Tx time difference.

	· Ericsson (R1-2403898)
Proposal 29	Reuse the existing measurement reporting in LPP and NRPPa to report timing information for the model output of AI/ML assisted positioning.
Proposal 28	Provide a mechanism to indicate that the timing information provided by AI/ML assisted model is to be treated like that of LoS link (i.e., virtual LoS path) regardless of the LOS/NLOS indication.



1st round discussion
Based on the contributions submitted, several companies proposed to include an indicator on whether the reported results are generated by legacy method or AI-based method. This is needed at least when the model generates timing information as model output. The details of the indicator can be further discussed, e.g., “Made with AI” indicator (Apple (R1-2404273)), or reusing the timing quality indicator with new interpretation (Huawei, HiSilicon (R1-2403930)) 

Proposal 3.2.2-1
For reporting model output of AI/ML assisted positioning (Case 3a/2a), when the model output includes timing information, support an indication in the measurement report that at least the reported timing measurement is based on the output of the AI/ML model.
· FFS: details of the indicator
· FFS: whether the indication is needed when the model output does not include timing information. 

	
	Company

	Support
	TCL, Apple

	Not support
	InterDigital



	Company
	Comments

	HW/HiSi
	The need of the AI indicator should be clarified.
Is the intention to let the LMF know so that it can assume that the timing information was based on a virtual direct path, so it may not disregard the received the report, in case the UE/gNB have indicated a NLOS condition together with the timing info?
If this is the only reason, we think it can be handled differently. For example the gNB/UE can report a very high accuracy of the measurement result. Or a perfect LOS could be indicated.   

	Nokia
	In our view, details of the indication of reporting inference output is in the scope of the functionality framework (including reporting details). As the framework discussion and is still under discussion, we suggest delaying the discussion on this topic. 

	InterDigital
	For this proposal, we need to discuss whether a new AIML positioning will be defined for cases (Case 1, Case 3a, Case 3b). In our view, new positioning methods are not needed; existing positioning methods can be re-used with a small enhancement. If we agree to reuse the existing positioning methods and introduce an enhancement, the indicator in Proposal 3.2.2-1 will be used. On the other hand, if we agree to create a new positioning method for Case 3a, for example, we don’t need the indicator in Proposal 3.2.2-1.
We first need to agree whether existing positioning methods (and procedure within the methods) can be used or not.

	CATT, CICTCI
	Not necessary. This can be deduced when UE’s AI/ML functionality is activated. It is also possible that a different IE names are used for AI and non-AI case. No need for redundant reporting.
We can defer the this discussion until we have more progress.

	NTT DOCOMO
	Whether the reported timing information is based on AI/ML model is known by the NW via LCM procedures. Such indication is not needed. 

	Qualcomm
	We think this can be discussed in general for supported model output measurements. It should not only be limited to timing information but can be other potential model outputs.

	Fujitsu
	Similar view as that of DCM.

	Lenovo
	Ok in principle but further details need to be discussed depending on the representation of this indicator.




Training data collection
This section discusses issues for the LCM stage of model training.
Content of training data samples 
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Observation 19: In AI/ML positioning data collection, for Case1/2a/3a, specifying Part A of training data for model input is not necessary, while determining Part B content can be  necessary for labelling assistance from LMF to UE/PRU and gNB.
Observation 20: In AI/ML positioning data collection, for Case2b/3b, specifying Part A of training data for model input is necessary, while determining Part B content can only be  necessary for labelling assistance from UE/PRU to LMF.

	· Lenovo (R1-2404526)

Proposal 12: Support the indication to provide only Part A (unlabelled) or Part A and Part B (labelled indication) of the training data sample from the requesting entity, e.g., entity/node training the AI/ML model. Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different PRUs/UEs/network entities. 
Proposal 13: Label quality indication of Part B of a training data sample may also be associated with ground truth labels. If ground truth label is location, then associated label quality may include location accuracy/uncertainty/confidence. FFS other label quality metrics based on the type of ground truth label.


	· InterDigital (R1-2404650)

Proposal 3: A ground truth label quality indicator is associated with a UE or PRU location
Proposal 4: Support both hard (1 or 0) and soft indicator (0, 0.1, 0.2, …, 1.0) for a ground truth label quality indicator
Proposal 5: A soft or hard ground truth label quality indicator x=1 is associated with PRU location
Proposal 6: A soft ground truth label quality indicator 0<x<1 is associated with UE location estimate
Proposal 7: A soft or hard ground truth label quality indicator x=0 is associated with UE generated measurements/ground truth using interpolated or extrapolated “virtual” measurements
Proposal 9: In Case 1, the LMF is the only entity that can generate a ground truth label quality indicator associated with location information
Proposal 10: In Case 1, the LMF can provide a generated ground truth label quality indicator associated with location information to the UE
Proposal 11: In Case 1, support the target UE to request to the LMF a specific level (e.g., above a threshold) of a ground truth label quality for LMF measurement forwarding


	· Apple (R1-2404273)
Proposal 8: For direct AI/ML positioning, the model position is supported as model output. This can re-use the format for location reporting in 37.355 e.g. NR-DL-TDOA-LocationInformation.

Proposal 13: For part A, the quality indicator of the channel may be mapped to a timing quality, a power quality and a phase quality depending on the type of input
Proposal 14: For part B, the quality of the ground truth label may be set as a value from 0 to 1 similar to the LOS/NLOS soft value. 
Proposal 15: For model training, the following elements shall be specified as part of the data collection procedure:
•	Channel Measurement (corresponding to model input), 
•	Quality indicator (for and/or associated with measurement at least for model training) 
•	Time stamp (for and/or associated with measurement)
•	Ground truth label, 
•	Quality indicator (for and/or associated with ground truth label)
•	Time stamp (for and/or associated with ground truth label)
•	RS configuration(s), 
•	other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.)

	· Huawei, HiSilicon (R1-2403930)

Proposal 6: For model training for Case 1, the following combinations are considered with low priority:
•	PRU to generate measurement and a non-PRU UE to generate estimated location as the label.
•	Non-PRU UE to generate measurement and PRU to generate label.

Proposal 8: For Case 3b data collection for LMF-sided model, the time stamp can reuse legacy reporting.
Proposal 11: If needed, the measurement quality used in legacy reporting can be used for the quality indication of the measurements for training.

Observation 11: The on-demand PRS mechanism existing in legacy positioning can be used for training data collection in Case 1, 2a, 2b:
•	The UE-initiated request of on-demand PRS can be used for Case 1, 2a.
•	The LMF-initiated request of on-demand PRS can be used for Case 2b.

	· CATT, CICTCI (R1-2404385)

Proposal 1: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Proposal 6: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data.

· CATT, CICTCI (R1-2404385)
Proposal 7: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
Proposal 8: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.

	· CMCC (R1-2404445)
Proposal 6: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.

	· Sony (R1-2404491)
Proposal 3: The part A and part B in the collected data sample (for training data collection of AI/ML based positioning) refer to the measurement data and label data, respectively.

	· NVIDIA (R1-2404537)
Proposal 3: For AI/ML based positioning, study the definition of the quality indicator of channel measurement and the definition of the quality indicator of label to introduce specification support.

	· vivo (R1-2404166)

Proposal 1:	Specify the following two types of training data to support supervised learning and semi-supervised learning
-	Type 1 ：labelled data 
-	Type 2：unlabelled data
Proposal 2:	Study and specify mechanisms for reducing the reporting overhead of collected training data, including:
-	Reduce the number of reported samples. 
-	Reduce the size of each sample, such as truncation.
Proposal 3:	Channel measurements including CIR, PDP and DP, should be supported for data collection, which can provide more freedom of implementation for model developer.

	· Google (R1-2404683)
Proposal 1: Support the following options for the channel measurement for training data collection
•	Option 1: Time information and power information
•	Option 2: Time information, power information and phase information
Proposal 2: Support the L1-SINR as the quality indicator of channel measurement.

	· Nokia (R1-2404905)
Proposal 28: Necessary data for training consists of at least: i) measurements corresponding to model inference input, e.g., DL RSRPP measurements in Case 1, ii) ground truth (or its approximation) associated with inference output, e.g., UE location coordinates in Case 1.

	· NEC (R1-2404659) 

Proposal 7:	A quality indicator should be defined for a data sample, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
Proposal 8:	Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
Proposal 9:	Support to collect UE coordination information in a zone-based format where the zone size is predefined. 
Proposal 11:	Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.
Proposal 15:	Support semi-supervised learning for AI/ML based positioning.
Proposal 21:	Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
Proposal 22:	Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.

	· Samsung (R1-2404138)

Proposal 7.	both truncated channel measurement and feature extracted channel measurement can be considered as candidate for the channel measurement in the collected data sample.
Proposal 12.	RAN1 supports the collected data signalled from PRU(other UE) to UE deployed with AI model.
Proposal 13.	RAN1 supports to specify data type and size, the data type includes the measurement results and processed measurement results.

	· Ericsson (R1-2403898)

Proposal 40	For Rel-19 AI/ML based positioning, support collecting labelled and optionally un-labelled training data samples.




1st round discussion
Based on the proposals analysis submitted in companies' contributions, the following proposals are provided below.

Proposal 4.1.2-1
For training data collection of AI/ML based positioning, support both types of training data samples:
· (Mandatory) Labelled training data sample, which includes both Part A and Part B;
· (Optional) Un-labelled training data sample, which includes Part A but not Part B.

	
	Company

	Support
	Apple

	Not support
	HwHiSi, InterDigital



	Company
	Comments

	HwHiSi
	The purpose of this proposal is unclear. To align the understanding, we kindly ask the FL whether point should be about the need of reporting part A or part B to support the model training. As such, this should be handled for each case separately and may or may not have specification impact. This should be studied.
Updated Proposal 4.1.2-1
For training data collection of AI/ML based positioning, support both types of training data samples may be studied:
· (Mandatory) Labelled training data sample, which includes both Part A and Part B;
· (Optional) Un-labelled training data sample, which includes Part A but not Part B.
· Note: Note: Part A and/or Part B, and their contents may or may not apply for each case and specification impact (if any) may be different for each 

	InterDigital
	From our perspective, we can agree to support “Labelled training data sample, which includes both Part A and Part B”.
It may also be beneficial to note that “Part A” and “Part B” were agreed in RAN1#116b so the agreements can be tracked.

	CATT, CICTCI
	Support mandating labelled samples, which is more popular and widely assumed.

	NEC
	Support

	Qualcomm
	We do not understand the implication of this proposal. Could you please clarify? There is no need to assign mandatory/optional at this stage.

	Fujitsu
	Support

	Apple
	This is to support either supervised or unsupervised models.




In Huawei/HiSilicon (R1-2403930) proposal 6, it is suggested that combinations of measurement from PRU and label from non-PRU UE (or vice versa) are considered with low priority. In fact, the common understanding is that such combinations are invalid, i.e., the measurement and the label should be for the same UE at the same time, if the measurement data and label data come from different entities. The time stamps are included in Part A and Part B to pair them up for the same time. Thus, the following is proposed to avoid confusion about pairing of Part A and Part B.

Proposal 4.1.2-2
For training data collection of AI/ML based positioning, Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE) at the same time. 
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;

	
	Company

	Support
	HwHiSi, TCL

	Not support
	InterDigital



	Company
	Comments

	Nokia
	Ok with the direction of the proposal. 

	ZTE
	The pairing operation can be achieved with implementation. From our perspective, we don’t have to specify the detailed behavior.

	InterDigital
	The ground truth may not be generated at the same time as the UE making measurements. 
In addition, we have a question. By this “Part A and Part B are generated for a same UE”, is the intention to keep the discussion open about who generates the ground truth of a non-PRU-UE (e.g., whether it is generated by the LMF or non-PRU-UE). If that’s the case, we would like to add an FFS.
We propose to make the following correction.

Proposal 4.1.2-2
For training data collection of AI/ML based positioning, Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE) at the same time. 
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;
FFS : Whether the ground truth, quality indicator of label and timestamp are generated by the same Non-PRU-UE

	CATT, CICTCI
	It seems unrealistic to specify behavior to restrict PRU and non-PRU UE are physically closed to each other. We are fine with this proposal, as conclusion.
A minor suggestion on last few words in main bullet: if ‘Non-PRU UE with estimated location’ is agreed to provide label for case 3b, it seems exactly ‘the same time’ is not possible since UE is transmitting SRS rather than receiving PRS to generate label. We suggest either (1) at the same/closed time, or (2) at the same time.

	Qualcomm
	We do not understand the need/implications for this proposal. Would you please clarify the applicability of the examples mentioned in the bullet? 

	Apple
	Agree that the need for this proposal should be clarified.




Proposal 4.1.2-3
For training data collection of AI/ML based positioning, the quality indicator of channel measurement in Part A refers to 
· timing quality on the timing information, and 
· power quality on the power information if the channel measurement is a paired timing information and power information.
Note: also include a phase quality if phase information is agreed to be supported for determining model input in Rel-19.

	
	Company

	Support
	Apple

	Not support
	[HwHiSi]



	Company
	Comments

	Hw/HiSI
	The same indicator can be used to refer to both timing and power quality. For that purpose the legacy indicator can be re-used. This should be clarified in the proposal. As legacy supports the indication of a path quality in LPP, which is based on the timing quality of the path. It is sufficient to re-use the legacy timing information. If the timing quality is bad, there is no meaning to report the power quality. As such the legacy path quality can refer to both timing and power quality.
Updated Proposal 4.1.2-3
For training data collection of AI/ML based positioning, the quality indicator of channel measurement in Part A refers to 
· timing quality on the timing information, and 
· power quality on the power information if the channel measurement is a paired timing information and power information.
Note: also include a phase quality if phase information is agreed to be supported for determining model input in Rel-19.
Note: A single indicator as supported in legacy to be used to indicate the quality of the measurement report.  

	Nokia
	This proposal has strong impact on the discussion between path-based and sample-based. Thus, lets delay it after some decision is done on the timing representation. 

	ZTE
	We have similar questions with HW. For the second bullet, does that mean there will be two indicators for PDP, i.e., one indicator for timing, another for power? If that’s the case, how does data generation entity get these two indicators?

	InterDigital
	We are ok with the first bullet. The second bullet requires a study on whether it is needed or not.

	CATT, CICTCI
	OK.

	Qualcomm
	This needs to mention the applicable cases. Specifying content of UE cases may not be needed. We can start with Case2b/3b as the reporting role is clear.
There can be a single quality metric for measurements or multiple metrics when measurements include more than one information. We also need to have legacy quality indicators as starting point for the discussion. We may not need to introduce new IEs for quality.

	Lenovo
	We could wait to define the quality indicator after we finalize the channel measurement aspects.




About label quality, it can be similar to the existing OTDOA-MeasQuality from 37.355:
[bookmark: _Toc52547331][bookmark: _Toc52547861][bookmark: _Toc156478991][bookmark: _Toc46486456][bookmark: _Toc52548391][bookmark: _Toc52546801][bookmark: _Toc27765206][bookmark: _Toc37680885]–	OTDOA-MeasQuality
-- ASN1START

OTDOA-MeasQuality ::= SEQUENCE {
	error-Resolution		BIT STRING (SIZE (2)),
	error-Value				BIT STRING (SIZE (5)),
	error-NumSamples		BIT STRING (SIZE (3))				OPTIONAL,
	...
}

-- ASN1STOP

	OTDOA-MeasQuality field descriptions

	error-Resolution
This field specifies the resolution R used in error-Value field. The encoding on two bits is as follows:
	′00′			5 metres
	′01′			10 metres
	′10′			20 metres
	′11′			30 metres

	error-Value
This field specifies the target device′s best estimate of the uncertainty of the OTDOA (or TOA) measurement.
The encoding on five bits is as follows:
	′00000′	0		to	(R*1-1) metres
	′00001′	R*1	to	(R*2-1) metres
	′00010′	R*2	to	(R*3-1) metres
	…
	′11111′	R*31	metres or more;
where R is the resolution defined by error-Resolution field.
E.g., R=20 m corresponds to 0-19 m, 20-39 m,…,620+ m. 




Proposal 4.1.2-4
For training data collection of AI/ML based positioning, the quality indicator of label in Part B refers to the error or uncertainty (in meters) of the collected UE location.

	
	Company

	Support
	

	Not support
	InterDigital



	Company
	Comments

	HW/HiSI
	For clarification, is this proposal for direct positioning only? Or also for assisted pos where the ground truth is not the location?

	Nokia
	Ok with the direction of the proposal. 

	ZTE
	This is only applicable for direct AI/ML positioning. 
For assisted positioning, the label is the intermediate feature. The error or uncertainty should be different from that of the collected UE location. For example, the uncertainty of RSTD should be the same as NR-TimingQuality, i.e., includes the timingQuality value and timingQualityResolution.
–	NR-TimingQuality
The IE NR-TimingQuality defines the quality of a timing value (e.g., of a TOA measurement).
-- ASN1START

NR-TimingQuality-r16 ::= SEQUENCE {
	timingQualityValue-r16			INTEGER (0..31),
	timingQualityResolution-r16		ENUMERATED {mdot1, m1, m10, m30, ...},
	...
}

-- ASN1STOP

	NR-TimingQuality field descriptions

	timingQualityValue
This field provides an estimate of uncertainty of the timing value for which the IE NR-TimingQuality is provided in units of metres.

	timingQualityResolution
This field provides the resolution used in the timingQualityValue field. Enumerated values mdot1, m1, m10, m30 correspond to 0.1, 1, 10, 30 metres, respectively.




	InterDigital
	Our proposal is to use an indicator (e.g., soft indicator) for the ground truth label quality indicator. The ground truth label quality indicator indicates whether it can be used for training purpose. Uncertainty in location estimate is not sufficient for an entity to judge whether it can be used for training purpose.

	TCL
	Is the error or uncertainty (in meters) of the collected UE location applicable to the assisted positioning?

	CATT, CICTCI
	OK, for direct positioning only, as in legacy scheme.

	Qualcomm
	This seems only applicable to direct AIML positioning cases.

	Apple
	Quality may be a probablity based on the LOS/NLOS probabilty of the link(s) used to estimate the position in the case that legacy methods are used to estimate the label.

	Lenovo
	Ok to support



2nd round discussion
Regarding proposal 4.1.2-1, the intention is to allow training data collection to support supervised learning for sure, while also allow unlabelled data for semi-supervised learning. The proposal is revised below to address the comments. If the proposal is not acceptable, please provide the improved text.

Proposal 4.1.3-1
For training data collection of AI/ML based positioning, support labelled training data sample, which includes both Part A and Part B.
· Un-labelled training data sample may be optionally collected, which includes Part A but not Part B.
Note: see RAN1#116bis agreement on components in Part A and Part B.

	
	Company

	Support
	Lenovo, NEC

	Not support
	InterDigital, HwHiSi



	Company
	Comments

	InterDigital
	The intention of the bullet is not clear. Is the intention to prevent collection of the ground truth for a given set of measurements? Our proposal is to remove the bullet as the intention is not clear.

	ZTE
	The general idea is fine for us. 

	Qualcomm
	The implication of this proposal needs to be clarified. It is not clear why we need to agree on it at this stage. If data Part A ends being implementation, does it mean Part B won‘t be supported for data collection? The proposal says both part A and part B should be included. It seems to rule out the note from previous meeting agreement. Let’s first discuss the note and align on understanding.
Agreement (RAN1#116bis – 9.1.2)
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement


	TCL
	Generally fine.

	HwHiSi
	Can the implication of this proposal be clarified? Is the intention to require specification of Part A and Part B for all cases?

This proposal seems to be redundant. We already have the working assumptions on where labels and where measurements are generared, this should be sufficient. We do nt see what extra value this proposal brings in addition to the WA on the label and measuements generation.

For the bullet on un-labelled data, isnt’t this just measurements? In that case we do not need to call it un-labeld data. If measurements will ne used without labels, then the related information may also be different, for example time stamp to pair with label is not needed.  



Regarding proposal 4.1.2-2, the intention is to clarify that Part A and Part B should not be combined into a training data sample if they are for different UEs, or if they are collected at different times for a given UE (the UE may have moved if channel measurement is collected at T1, while UE location is collected at T2). The agreements made in RAN1#116bis do not clearly prevent invalid combinations of Part A and Part B. Huawei/HiSilicon (R1-2403930) proposal 6 mention some invalid combinations, for example. 
To address the concern that Part A and Part B may not be collected exactly the same time, "(approximately)" is added. If the proposal is not acceptable, please provide the improved text.

Proposal 4.1.3-2
For training data collection of AI/ML based positioning, Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE) at (approximately) the same time. 
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;

	
	Company

	Support
	

	Not support
	InterDigital, [HwHiSi partly ]



	Company
	Comments

	Lenovo
	We are fine with the intention of the proposal. “Approximately” probably needs to be further clarified based on the common understanding. 
Regarding the generation of the Part A and Part B of the training data sample by different Ues, we think this still feasible depending on the granularity of the location information and the proximity of the non-PRU UE to the PRU. Also there is the case where the PRU/non-PRU UE generates the measurement and LMF has determined label information, so we suggest this update and remove the sub-bullets:
For training data collection of AI/ML based positioning, Part A and Part B are paired to build a collected data sample only if in the case where Part A and Part B are generated for a same UE (PRU or Non-PRU UE) at (approximately) the same time. 
· FFS Part A is generated by a different UE and Part B is generated by another UE/ LMF
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;


	InterDigital
	There is no need to describe when the ground truth and its associated data are collected with respect to the measurements.

	ZTE
	The intention of this proposal is to pair Part A and Part B for model training. In a general measurement report and location information report, each report is associated with a entity ID (e.g., UE ID), with the associated entity ID, the training entity can identify whether the reported Part A and Part B can be paired for training. 
As for whether the measurement and location is generated at (approximately) the same time, it’s not necessary from our perspective. It largely depends on the UE/PRU’s mobility. For stationary UE/PRU, the location information is valid in a long time duration.

	NEC
	Support the mian bullet. For the example in the sub-bullet, it cannot show the case where the channel measurement and related data and label and related data are generated by a same UE/non-PRU UE, but the they are not generated at (approximately) the same time. We suggest to add this case.

	Qualcomm
	At least the second example seems to be applicable. If two Ues/PRU and UE are close to each other and label is available for one of them, then the other can still use it? 
The proposal seems of low priority at this stage. Let’s postpone it. 

	TCL
	We should also discuss the situation where the different Ues are close to each other.

	HwHiSi
	If the PRU is standing still there is no need to collect the measurements and the labels at the same time. This can be the case for e.g. Case 3B, where the PRU locations can be know a priori atthe LMF.
The example, on the other hand seems to be correct and we could conclude only on the example.




Regarding Proposal 4.1.2-4, the intention is that for both direct positioning and assisted positioning, the quality indicator is the error or uncertainty (in meters) of UE location. For direct positioning, this is straight forward. For assisted positioning, as pointed out by ZTE, the timing information quality NR-TimingQuality in existing specification is also uncertainty in meters, i.e., it's still the uncertainty of UE location. In the updated proposal below, this is spelled out a bit more clearly. If the proposal is not acceptable, please provide the improved text.
 
Proposal 4.1.3-3
For training data collection of AI/ML positioning, the quality indicator of label in Part B refers to:
· the error or uncertainty (in meters) of the collected UE location, for Case 1, 2b, 3b.
· the error or uncertainty (in meters) of the collected timing information, for Case 2a and 2b, when model output includes timing information.

	
	Company

	Support
	

	Not support
	InterDigital, HwHiSi



	Company
	Comments

	Lenovo
	Fine to support.

	InterDigital
	As we commented uncertainty in location estimate is not sufficient for an entity to judge whether it can be used for training purpose.

	Nokia
	For the second bullet, we believe that the cases involved are Case 2a and Case 3a. In addition, if the error is in meters, is there any reason why not to mention explicitly that the GT for the mentioned cases is also the UE location. May FL clarify these points?. 

	ZTE
	Generally fine.

	InterDigital2
	As a compromise, modification for the proposal is the following:

Modified Proposal 4.1.3-3
For training data collection of AI/ML positioning, downselect one or more from the following options for the quality indicator of label in Part B:
Option 1 : quantitative descriptions of quality as described below
· the error or uncertainty (in meters) of the collected UE location, for Case 1, 2b, 3b.
· the error or uncertainty (in meters) of the collected timing information, for Case 2a and 2b, when model output includes timing information.
Option 2 : soft indicator for quality (e.g., 0,0.1,…1)


	NEC
	Is there a typo in the second sub-bullet, i.e., ‘2b‘ should be changed as ‘3a‘?

	HwHiSi
	It seems that „meters“ is not the parameter needed to describe the quality of the label. In legacy more parameters can be declared for the quality of a location.
EllipsoidPointWithAltitudeAndUncertaintyEllipsoid
The IE EllipsoidPointWithAltitudeAndUncertaintyEllipsoid is used to describe a geographic shape as defined in TS 23.032 [15].
-- ASN1START

EllipsoidPointWithAltitudeAndUncertaintyEllipsoid ::= SEQUENCE {
	latitudeSign				ENUMERATED {north, south},
	degreesLatitude				INTEGER (0..8388607),			-- 23 bit field
	degreesLongitude			INTEGER (-8388608..8388607),	-- 24 bit field
	altitudeDirection			ENUMERATED {height, depth},
	altitude					INTEGER (0..32767),				-- 15 bit field
	uncertaintySemiMajor		INTEGER (0..127),
	uncertaintySemiMinor		INTEGER (0..127),
	orientationMajorAxis		INTEGER (0..179),
	uncertaintyAltitude			INTEGER (0..127),
	confidence					INTEGER (0..100)
}

-- ASN1STOP

Our suggestion is to change proposal
Updated Proposal 4.1.3-3
For training data collection of AI/ML positioning, the quality indicator of label in Part B refers to the definitions in 37.355:
· the error or uncertainty (in meters) the uncertainty shape of the collected UE location, for Case 1, 2b, 3b.
the error or uncertainty (in meters) of the collected the quality of timing information, for Case 2a and 3a2b, when model output includes timing information.



3rd round discussion
Proposal 4.1.3-1
For training data collection of AI/ML based positioning, support labelled training data sample, which includes both Part A and Part B.
· Un-labelled training data sample may be optionally collected, which includes Part A but not Part B.
Note: see RAN1#116bis agreement on components in Part A and Part B.


Proposal 4.1.3-1A
Regarding training data collection of AI/ML based positioning, a training dataset contains labelled training data samples which includes both Part A and Part B.
· Additionally, a training dataset may or may not contain un-labelled training data samples which includes Part A but not Part B.
Note: Part A and/or Part B may or may not be specified depending on the cases.
Note: see RAN1#116bis agreement on components in Part A and Part B.

Proposal 4.1.3-1A
Regarding training data collection of AI/ML based positioning, a training dataset contains labelled training data samples which includes both Part A and Part B.
· Additionally, a training dataset may or may not contain un-labelled training data samples which includes Part A but not Part B.
Note: Part A and/or Part B may or may not be specified depending on the cases.
Note: see RAN1#116bis agreement on components in Part A and Part B.


Proposal 4.1.3-2
For training data collection of AI/ML based positioning, if the training data sample contains both Part A and Part B, RAN1 assumes that
· Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE). 
· Part A is generated for a UE when the UE is at a location associated with Part B.


Proposal 4.1.3-2
For training data collection of AI/ML based positioning, if the training data sample contains both Part A and Part B, RAN1 assumes that: for a training data sample, Part A and Part B correspond to a same UE at a given location.
· Part A and Part B are paired to build a training data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE) when the UE is at a location associated with Part B. 
· Part A is generated for a UE when the UE is at a location associated with Part B. 
Note: Part A and/or Part B may or may not be specified depending on the cases.


· For a mobile UE, Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated at (approximately) the same time.
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;
· For a mobile PRU, channel measurement and related data are generated at time T1, label and related data are generated at time T2, where PRU location have changed substantially between T1 and T2.



(Closed) Training data generation entity
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Proposal 8: For Rel-19 data collection in AI/ML positioning use case, agree on working assumptions (from RAN1#116bis) for measurement and data generation entities. In addition, consider the following:
•	For Case3b, agree on “non-PRU UE with estimated location” as another source of generating label
•	For Case3a, add PRU and “non-PRU UE with estimated location” as other sources of generating label

	· Lenovo (R1-2404526)

Proposal 15:  RAN1 to consider the following principles between training entity and training data construction/generation:
•	Option 1: Training entity is the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 1, 2a, 3a
•	Option 2: Training entity is not the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 2b, 3b.
•	Option 3: Both Option 1 and Option 2.

	· InterDigital (R1-2404650)

Proposal 2 : For Case 3b, support non-PRU UEs with estimated location to provide the label and its related data.

		Apple (R1-2404273)
Proposal 21: Rel-19 AI/ML based positioning, support the following for providing label data:
•	For Case 1 and 2a: PRU/UE
•	For Case 2b, 3a, 3b: LMF with known PRU location 

	· Huawei, HiSilicon (R1-2403930)

Proposal 7: For Case 3b data collection for LMF-sided model, do not support using non-PRU UE for label generation.

	· CATT, CICTCI (R1-2404385)

Proposal 2: Confirm the following working assumption:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF
Proposal 3: Confirm the following working assumptions:
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF

Proposal 4: For case 3a, the following methods for ground truth label generated by LMF are considered:
· Method 1: UE/PRU provides the location related information to LMF for generating the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements (e.g. UL RTOA) to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to generate the ground truth label.

Proposal 5: Confirm the following working assumption with updates:
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF


	· CMCC (R1-2404445)
Proposal 7: Support to take the above working assumptions as agreements.
Proposal 3: For AI/ML based positioning, it needs more discussion on the feasibility of obtaining the ground-truth label via PRUs, in which case the training dataset size is large.

	· ZTE, Pengcheng laboratory (R1-2405120)

[bookmark: _Ref165915111]Proposal 5: The working assumption for training data generation of AI/ML based positioning Case 3b is confirmed with the following update:
	For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



Proposal 6: Confirm the following working assumptions as agreements:

	· Nokia (R1-2404905)
Proposal 30: In the absence of a sufficient number of PRUs, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria (e.g., selection of reliable UEs) defined by the network.
Proposal 32: For data collection (UE-side models), LMF may provide target UE measurements collected from different PRUs along with a similarity context (e.g., threshold for a predetermined similarity score) to assist selecting a suitable PRU.

	· NEC (R1-2404659)
Proposal 4:	Confirm the following working assumptions for the generating the measurement for training data of case 1, case 2a, and case 2b:
−	For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
−	For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Proposal 5:	Confirm the following working assumptions for the generating the label for training data of case 1, case 2a, and case 2b:
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
−	PRU
−	Non-PRU UE with estimated location
−	LMF
Proposal 6:	Support to generate the label by non-PRU UE with estimated location for collecting training data for case 3b, and confirm the following working assumptions:
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
−	PRU
−	FFS: Non-PRU UE with estimated location
−	LMF

	· NTT DOCOMO (R1-2405031)
Proposal 2: Regarding measurement and label generation entity of each case, confirm the working assumption made in RAN1 #116bis meeting with following update:

	· Samsung (R1-2404138)

Proposal 8.	For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by non-PRU UE with estimated location.

	· Ericsson (R1-2403898)

Proposal 41	For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by: PRU, LMF. Delete the FFS in the RAN1#116bis WA and confirm the WA.




1st round discussion
For the FFS bullet in the working assumption from RAN1#116bis:
	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



Companies' views are summarized below (please update/correct if your view is not captured correctly).
Question: For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by "Non-PRU UE with estimated location" or not?
	Yes (9)
	QC, InterDigital, CATT/CICTCI, ZTE/Pengcheng laboratory, NEC, Samsung, DOCOMO

	No (3)
	Huawei / HiSilicon, Ericsson



Thus, it is suggested to go with the majority view.

Proposal 4.2.2-1
The following Working Assumption from RAN1#116bis is updated and confirmed:
	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location, assuming that privacy of non-PRU UE is ensured
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

	
	Company

	Support
	ZTE, InterDigital, TCL, CATT/CICTCI, NTT DOCOMO,New H3C, Support

	Not support
	



	Company
	Comments

	HwHiSi
	

	Nokia
	We support that “Non-PRU UE with estimation location” is another entity for data collection in Case 3b. 

	Apple
	For Non-PRU UE with estimated location, discussion on the privacy/permissions of the non-PRU UE is needed.



Assistance data and other signaling on training data collection
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Observation 21: In AI/ML positioning data collection for Case1/2a, at least three assistance from LMF to UE/PRU to enable data collection at UE side are:
· Assistance 1: Labelling assistance
· Assistance 2: RS configurations/activation
· Assistance 3: NW conditions/additional conditions
Proposal 9: For AI/ML positioning data collection in Case1/2a, support two labelling assistance options from LMF to UE:
· Option 1: Ground truth label (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output) is generated by LMF and provided to UE
· UE and/or gNB can provide measurements (e.g., legacy measurements) to LMF can generate label 
· Option 2: Position calculation assistance data (e.g., IE NR-PositionCalculationAssistance [TS 37.355]) is provided from LMF to UE
Proposal 10: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Option A: Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Option B: Data collection PRS configuration/activation as part of new procedure. 

Proposal 11: In AI/ML positioning data collection, for Case1/2a, support providing UE side with information on NW conditions
· As starting point, study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]


	· Lenovo (R1-2404526)
Proposal 8: For Case 1, consider association of RS configurations for performing Direct AI/ML positioning measurements with each pre-defined reference/ground truth location taken by PRU/non-PRU UE. FFS how to signal the association, e.g., via LPP AssistanceData exchange procedure for DL-PRS configurations. 
Proposal 9: For Case 2b, consider association of performed and reported Direct AI/ML positioning measurements for each pre-defined reference/ground truth location taken by PRU/ non-PRU UE. FFS how to signal the association, e.g., using via LPP LocationInformation exchange procedure for DL-PRS measurements.
Proposal 10: For Case 3b, consider association of reference/ground truth location pairs comprising of the TRP location and PRU/non-PRU UE location when transmitting SRS for positioning with the UL Direct AI/ML positioning measurement. FFS how to obtain UE location when transmitting SRS for positioning and association to a UL Direct AI/ML positioning measurement.

	· Huawei, HiSilicon (R1-2403930)

Observation 11: The on-demand PRS mechanism existing in legacy positioning can be used for training data collection in Case 1, 2a, 2b:
•	The UE-initiated request of on-demand PRS can be used for Case 1, 2a.
•	The LMF-initiated request of on-demand PRS can be used for Case 2b.

	· CATT, CICTCI (R1-2404385)
Proposal 18: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE.

	· OPPO (R1-2404878)

Proposal 6: In order to facilitate the training data collection at UE side for Case 1 and/or Case 2a, introduce a mechanism to enable that UE can send request for preferred or supported configuration(s) to LMF 
•	FFS: Whether this request is sent via UE capability signaling or other signaling/procedure (e.g., functionality identification).
Observation 1: Regarding the training data collection at UE side for Case 1 and/or Case 2a, 
•	Network configures UE with the corresponding positioning RS for UE-side data collection via LPP signaling
•	No additional signaling/triggering is needed from network to start the data collection procedure at UE side.
•	The format/content of collected data are up to implementation of UE and no specification is needed in 3GPP
Proposal 7: For training data collection at NW side for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), support the following mechanisms 
· PRU: PRU reports measurement results (corresponding to model input) and the associated timestamps via LPP protocol 
· The associated ground-truth label(s) can be included optionally
· LMF maybe know the label(s) in advance.
· UE: UE reports measurement results (corresponding to model input) and the associated timestamps without associated labels via LPP 
· A UE doesn’t report its estimated location to LMF only for the purpose of training data collection of LMF-side model
· LPP signaling from LMF to indicate 
· Configuration of Positioning RS
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

Proposal 8: Regarding the training data collection for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· gNB do measurement based on SRS 
· The existing procedure/mechanism can be reused for this purpose
· gNB can decide itself when/how to start the data collection procedure.
· The contents of collected data are up to implementation and no specification is needed in 3GPP
· FFS: whether LMF delivers ground-truth labels to gNB

Proposal 9: For training data collection at NW side for NG-RAN node assisted positioning with LMF-side model (Case 3b), support the following mechanisms 
· A UE doesn’t report its estimated location to LMF for the purpose of training data collection of LMF-side model
· gNB reports measurement results (corresponding to model input) and the associated timestamps via NRPPa protocol
· The corresponding label(s) can be reported optionally or LMF generates the associated labels based on the know location of the corresponding PRU 
· NRPPa signaling from LMF to indicate gNB
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

Proposal 10: For AI-based positioning (including Case 1, Case 2a, Case 2b, Case 3a, Case 3b), Rel-19 is NOT to specify any mechanism to deliver the collected data from the entity that obtains the training data to the training entity when the training entity is not the same entity to obtain label and/or other training data.  

	· Mediatek (R1-2404763)
Proposal 7-10: Provide RTD-info to UE when UE is under UE based mode with AI/ML method


	· ETRI (R1-2404767)
Proposal 5: For the UE-side model (Case 1/2a), UE-initiated assistance signaling is required to request downlink configuration, such as DL PRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one in the LPP protocol. 
Proposal 6: For the gNB-side model (Case 3a), gNB-initiated assistance signaling is required to request uplink configuration, such as UL SRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one within the NRPPa protocol.

	· Nokia (R1-2404905)
[bookmark: _Toc163195966][bookmark: _Toc162863496][bookmark: _Toc166192314][bookmark: _Toc163201270][bookmark: _Toc166192125][bookmark: _Toc163201434][bookmark: _Toc163171636][bookmark: _Toc163201131][bookmark: _Toc163201516][bookmark: _Toc163200449][bookmark: _Toc163200677][bookmark: _Toc163171431][bookmark: _Toc166192060][bookmark: _Toc163200142][bookmark: _Toc163222485][bookmark: _Toc166192260][bookmark: _Toc163171715][bookmark: _Toc166192206][bookmark: _Toc166194133][bookmark: _Toc163195769]In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.

Proposal 31: In data collection for ground truth generation by the target UE for UE-side models, LMF may indicate UE positioning method(s) (e.g., non-NR and/or NR RAT-dependent and/or NR RAT-independent) with necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.

	· NTT DOCOMO (R1-2405031)
Proposal 1: For data collection of case 2b and 3b, the measurement report and related assistance information for AI/ML based positioning is determined by LMF,
	For case 2b and case 3b, for data collection of training, inference and performance monitoring, LMF initiates corresponding measurement reporting at UE and gNB respectively.

Proposal 3: Regarding RS configurations of data collection for each case,
	For case 1/2a, UE may send requests to NW for corresponding RS configurations, or NW may send configurations to UE.
	For case 2b, NW sends configurations to UE for measurements.
	For case3a/3b, NW sends configurations to UE for SRS transmissions.
RS configurations may include/associate with an associated ID to implicitly indicate the NW side additional conditions.

	· Intel (R1-2403974)

Proposal 5: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, as part of assistance data regarding DL PRS configuration, the LMF could provide a UE with one or more configurations of measurement time windows during which the UE is expected to perform measurements towards data collection and/or report ground-truth labels.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
Proposal 7: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide a UE with configuration of a measurement validity area within which the UE may perform the measurements and/or report ground-truth labels for data collection for model training.
· The concept of an AreaID-CellList, as described in TS 37.335, to list the NR Cell-IDs of the TRPs belonging to a particular network area within which the UE is to perform measurements and/or report ground-truth labels, could be reused.
· Details FFS.

	· Ericsson (R1-2403898)

Proposal 42	The training dataset is attached with metadata which describes the context information on the set of collected training data samples.
Proposal 43	The training dataset validity area is recorded as a part of metadata of the training dataset. 
Proposal 44	For training data collection, a training dataset validity area can be defined as a list of TRPs where data is collected.
Proposal 45	Training data provided to UE/gNB is organized with the same hierarchy as for legacy assistance data, i.e. per TRP/frequency layers for the UE, and per TRP for the gNB assistance data.
Observation 41	Collecting sufficient data in terms of training dataset size, UE distribution, diversity of UE sources, etc is up to implementation.



1st round discussion
Based on the companies' input in their contributions, most companies propose that validity area and DL PRS configuration should be signaled from LMF to UE, when UE performs the measurement. Various other information are also proposed by companies, which can be discussed and added in future discussion. Thus, the following is proposed.  

Proposal 4.3.2-1
For training data collection of Case 1, 2a and 2b, LMF configures the UE with the following information:
· a training data validity area, within which the UE may perform the channel measurements and report ground-truth labels (if configured) for training data collection;
· a DL PRS configuration, based on which the UE perform the channel measurements.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset.


	
	Company

	Support
	

	Not support
	[HwHiSi], InterDigital



	Company
	Comments

	HW/HiSi
	We support the intention of the proposal, but some updates in the wording may be needed. 
On one hand, the validity area and DL PRS configuration can be indicated based on legacy mechanisms, which should be considered at least as starting point. Furthermore, there is no need to state that the UE may report ground-truth labels. Thus, we suggest the following updated proposal:
Updated Proposal 4.3.2-1
For training data collection of Case 1, 2a and 2b, LMF configures the UE with the following information:
· a training data validity area, within which the UE may perform the channel measurements and report ground-truth labels (if configured) for training data collection;
· a DL PRS configuration, based on which the UE perform the channel measurements.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset. The training data validity area and the DL-PRS configuration can reuse legacy mechanisms, e.g., AreaID-CellList for the training validity area.

	Nokia
	We do not support the current wording, terms as metadata data validity area are mentioned, but never discussed/defined in RAN1. In addition, this topic is strongly related to the discussion of consistency between training and inference (Section 5.2)

	ZTE
	The current configuration information can be reused for training data collection. 

	InterDigital
	By “a training data validity area, within which the UE may perform the channel measurements and report ground-truth labels (if configured) for training data collection;” it suggests the UE behavior is controlled by the area. In current positioning, the UE reports its location based on the request from the LMF; area does not control the UE reporting behavior. We propose the following modification. 
Modified Proposal 4.3.2-1
Support validity area for training data for Case 1, 2a and 2b where the training data is valid within the validity area.
FFS : details of validity area

	CATT, CICTCI
	No objection, but it seems AreaID-Celllist and DL PRS configuration are both legacy signaling, which can be recorded by UE (or LMF for 2b) by implementation. So is it proposed to be conclusion?
To our understanding it is more important to support a quality requirement for data collection to filtered out the low quality data.

	NTT DOCOMO
	Support 

	Qualcomm
	We do not agree on the wording in this proposal. The data collection framework still under discussion by other groups. The wording here seems to indicate that LMF controls data collection for Case1/2a/2b, which is still not yet supported by other groups (i.e., RAN2 & SA2). 
We better discuss what assistance would be needed by each of the data collection entity identified in working assumptions. 
Updated proposal:
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes include the following information:
· NW conditions/additional conditions
· Labeling assistance
· For example, Case1/2a, label or assistance data for positioning calculation.
· For example, Case2b, a training data validity area, within which the UE may perform the channel measurements and report ground-truth labels (if configured) for training data collection;
· Resource configurations and activations:
· a DL PRS configuration, based on which the UE perform the channel measurements.
The training data validity area and the DL-PRS configuration can be recorded as a part of metadata of the training dataset.


	Fujitsu
	Support

	Apple
	We agree that the information needs to be known at both UE and gNB but whether it is configured or whether it is assistance information needs to be disccussed. 



For training data collection of Case 1, both UE-initiated and LMF-initiated approaches have been proposed. Both seem reasonable. The proposal is presented below accordingly.

Proposal 4.3.2-2
For training data collection of Case 1, in terms of DL PRS configuration for collecting Part A of training data, RAN1 study the following options on assistance information associated with the training data:
Option A. (UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. (LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.


	
	Company

	Support
	HwHiSi, TCL, Apple

	Not support
	InterDigital



	Company
	Comments

	Nokia
	We tend to agree with the intention of the proposal. Some rewording may be included in Option A. 

Option A. [bookmark: _Hlk167091400](UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF has the final decision on determining the DL PRS configuration for training data collection and provides the assistance data to the UE. 


	InterDigital
	Both Option A and Option B can be supported within the existing positioning methods’ framework (e.g., on-demand PRS, LMF provision of assistance data for UE-based positioning). We suggest to study the specification impacts of the options.
Proposal 4.3.2-2
For training data collection of Case 1, in terms of DL PRS configuration for collecting Part A of training data, RAN1 study the following options on assistance information associated with the training data:
Option A. (UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. (LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.
FFS : Specification impacts

	CATT, CICTCI
	Maybe OK. 
A clarification question on preferred DL PRS: does it include the preference on TRPs? Or only RS characteristics such as bandwidth, periodicity?
[Moderator] Currently, NR-On-Demand-DL-PRS-Request-r17 includes much information, including cell ID, DL PRS ID, etc. They are mapped to TRP ID.

	Qualcomm
	Generally fine with direction of the proposal. We also need similar discussion for labeling assistance and NW conditions.
Add FFS for other assistance, e.g.,
FFS: Assistance options for NW conditions/additional conditions and labeling assistance.
[Moderator] This proposal is only about measurement (Part A). We can treat labelling assistence etc in future proposals.

	Apple
	OK





Regarding when to start/stop the training data collection of channel measurements (i.e., Part A), both Option 1 and Option 2 in the proposal below have been proposed by companies, see OPPO (R1-2404878), Intel (R1-2403974) for example. Both options seem reasonable for certain situations. Option 1 is possible if the gNB only try to collect channel measurements using its own TRPs, and can live without label data. Option 2 is reasonable if the gNB need to pair up its measurement data with label data from other entities, i.e., measurement data and label data are collected the same time to build labelled training data samples. Thus the proposal is presented below for further discussion.

Proposal 4.3.2-3
For training data collection of Case 3a, for collecting Part A of the training data:
· gNB performs channel measurement based on UL SRS. The existing procedures are reused in terms of SRS configuration.
· In terms of when to start/stop the training data collection of Part A, both are supported:
· Option 1. gNB decides autonomously when to start/stop the training data collection of Part A. No specification impact is expected.
· Option 2. gNB and LMF coordinate to decide on a measurement time window for training data collection of Part A. Specification impact is expected. 
· FFS: details of the measurement time window.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	HwHiSi
	The collection of Part A is for the measurement and should be up to implementation. We would like to understand better the motivation of Option 2. As the FL said, the proposal is for further discussion, especially if there is spec impact beyond legacy procedures. This could be clarified in the proposal:
Updated Proposal 4.3.2-3
For training data collection of Case 3a, for collecting Part A of the training data:
· gNB performs channel measurement based on UL SRS. The existing procedures are reused in terms of SRS configuration.
· In terms of when to start/stop the training data collection of Part A, discuss further both are supported:
· Option 1. gNB decides autonomously when to start/stop the training data collection of Part A. No specification impact is expected.
· Option 2. gNB and LMF coordinate to decide on a measurement time window for training data collection of Part A. FFS: Specification impact is expected. 
· FFS: details of the measurement time window.


	Nokia
	In our view, signalization details for data collection for Case 3a is not in the scope of RAN1. RAN1 must be limited to discuss details of the data content and provide recommendations on the entities involved. 

	InterDigital
	With Option 1 and Option 2, is the intention to specific the training data collection procedure?
[Moderator] Option 1 is from OPPO contribution, Option 2 is from Intel contribution. OPPO and Intel can respond whether this is to specify training data collection procedure. 

	CATT, CICTCI
	Support.

	Qualcomm
	Same to comment in Proposal 4.3.2-1. This seems to be overlapping with scope of other groups.

	Apple
	Fine with the first bullet. 



2nd round discussion
Proposal 4.3.2-1 is updated below to reflect comments/edits from Huawei/HiSi, InterDigital, Qualcomm. If the proposal is not acceptable, please provide the improved text.

Proposal 4.3.3-1
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes the following information:
· a training data validity area, where the collected training dataset is valid within the validity area;
· FFS: details of training data validity area
· a DL PRS configuration, based on which the UE perform the channel measurements.
· The DL PRS configuration can reuse legacy mechanisms.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset.

	
	Company

	Support
	InterDigital

	Not support
	



	Company
	Comments

	Lenovo
	Ok with revised proposal

	Nokia
	As commented in Round 1, there are several definitions that are depending of other Sections (e.g. Section 5.2) or wording that may complicate the specification. For example, what does mean “metadata“ for RAN1 ?. 

	ZTE
	The training data validity area can also reuse the legacy configuration.

	Xiaomi
	Generally, we are OK with this direction. But the text of “training dataset is valid“ is a bit confusing. We suggest the following update for the training data validity area 

· a training data validity area, where the collected training dataset is collected valid within the validity area;
· FFS: details of training data validity area



	Qualcomm
	· What about other assistance data (e.g., NW conditions)? Please add it. The WID mentions consistency of training and inference as key goal for the work item. 
· Labeling assistance is also missing.
· In addition, the area validity is now different from previous meeting. We should better first align on what area validity means. 


	Hw/HiSi
	We support the intention of the proposal, but a clarification in the wording may be needed. 
The validity area and DL PRS configuration can be indicated based on legacy mechanisms, which should be considered at least as starting point. 
Proposal 4.3.3-1
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes the following information:
· a training data validity area, where the collected training dataset is valid within the validity area;
· FFS: details of training data validity area, e.g. legacy AreaID-CellList for the training validity area.
· a DL PRS configuration, based on which the UE perform the channel measurements.
· The DL PRS configuration can reuse legacy mechanisms.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset.

	OPPO
	The concept of legacy AreaID-CellList can be reused for training data validity area. We are ok with the version modified by HW/HiSi.




Proposal 4.3.2-2 is updated below to reflect comments/edits from Nokia, InterDigital. If the proposal is not acceptable, please provide the improved text.

Proposal 4.3.3-2
For training data collection of Case 1, in terms of DL PRS configuration for collecting Part A of training data, RAN1 study the following options (including specification impacts) on assistance information associated with the training data:
Option A. (UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF has the final decision on determining the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. (LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.

	
	Company

	Support
	InterDigital, TCL, [HwHiS – small clarification needed]

	Not support
	



	Company
	Comments

	Lenovo
	Ok with revised proposal

	Nokia
	Ok

	NEC
	Support and tend to Option A.

	Qualcomm
	The discussion seems to be also applicable to Case2a as well. There is no need to repeat it again.
@Moderator: Please let’s discuss assistance for data collection togethor and put them on the table to let companies comment. We don’t see a justifiable reason to postpone them (e.g., labeling assistance and NW conditions). We can start with proposals for studying them.

	Hw/HiSi
	The LMF has not the final decision for the DL PRS in all situations. When a PRS configuration at the gNB side is changed, the gNB has the final say in legacy on-demand PRS. We assume that the intention of this proposal is to not change and we can clarify this in the proposal.
Updated Proposal 4.3.3-2
For training data collection of Case 1, in terms of DL PRS configuration for collecting Part A of training data without changing PRS configuration at gNB, RAN1 study the following options (including specification impacts) on assistance information associated with the training data:
Option A. (UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF has the final decision on determining the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. (LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.




Proposal 4.3.2-3 is updated below to reflect comments/edits from Huawei/HiSi. If the proposal is not acceptable, please provide the improved text. Note again that Option 1 is from OPPO contribution, and Option 2 is from Intel contribution.

Proposal 4.3.3-3
For training data collection of Case 3a, for collecting Part A of the training data:
· gNB performs channel measurement based on UL SRS. The existing procedures are reused in terms of SRS configuration.
· In terms of when to start/stop the training data collection of Part A, discuss further both are supported:
· Option 1. gNB decides autonomously when to start/stop the training data collection of Part A. No specification impact is expected.
· Option 2. gNB and LMF coordinate to decide on a measurement time window for training data collection of Part A. FFS: Specification impact is expected. 
· FFS: details of the measurement time window.

	
	Company

	Support
	InterDigital

	Not support
	



	Company
	Comments

	Lenovo
	The scope of the proposal could also included case 3b.

	Nokia
	Question to FL, is the intention of this proposal tob e considered a Study for the next meeting or it is a potential agreement?. 

	Qualcomm
	The proposal seems to overlap with scope of other groups. In addition, we never discussed whether data collection would have start/stop signaling. Let’s first study these details (data collection framework); otherwise, let’s wait for other groups to clairfy signaling.

	HwHiSi
	Ok



3rd round discussion
Proposal 4.3.3-1
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes at least the following information:
· Information for determining a training data validity area, where the training dataset is collected;
· FFS: details of training data validity area, e.g. whether to reuse legacy AreaID-CellList 
· a DL PRS configuration, based on which the UE perform the channel measurements.
· The DL PRS configuration can reuse legacy mechanisms.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset. Note: the metadata may be recorded in a specification transparent manner.


Proposal 5.2.3-1
For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of model training and the validity area of model inference;
· Validity area of model training refers to the area where the trained model is valid. Validity area of model inference refers to the area where model inference is valid to be performed.
· FFS: details on how to define the validity areas
· DL PRS configuration of model training and the DL PRS configuration of model inference.
· Measurement data quality range (e.g. SNR/SINR range), 
· label data quality range (e.g. mean label positioning error)
· Time range when data generated.
· Network Synchronization Error
· Rx-Tx timing error
· Phase offset error.
· Antenna/beam pattern information
· TRP set.



For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of model training and the validity area of model inference;
· Validity area of model training refers to the area where the trained model is valid. Validity area of model inference refers to the area where model inference is valid to be performed.
· FFS: details on how to define the validity areas
· DL PRS configuration of model training and the DL PRS configuration of model inference.




Proposal 4.3.3-2
For training data collection of Case 1 and 2a, in terms of DL PRS configuration for collecting Part A of training data, RAN1 study the following options (including specification impacts) on assistance information associated with the training data:
Option A. 	(UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF makes the decision on determining the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. 	(LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.
Note: as in existing specification, the DL PRS configurations in the assistance data from LMF to UE are based on DL PRS configuration coordinated between LMF and gNB.

Proposal 4.3.3-3
For training data collection of Case 3a, for collecting Part A of the training data:
· gNB performs channel measurement based on UL SRS. The existing procedures are reused in terms of SRS configuration.
· In terms of when to collect the training data of Part A, discuss further:
· Option 1. gNB decides autonomously when to start/stop the training data collection of Part A. No specification impact is expected.
· Option 2. gNB and LMF coordinate to decide on a measurement time window for training data collection of Part A. FFS: Specification impact. 
· FFS: details of the measurement time window.


Other (e.g., model training entity, deliver collected data to model training entity)
Companies’ view from contribution
	· Lenovo (R1-2404526)

Proposal 14: Consider the specification of data request and data collection for the enhanced positioning accuracy use case by considering outcomes in the ongoing RAN2 study, and taking into account the following scenarios:
•	Scenario 1 - LMF-side Model Training: Positioning training dataset transfer is performed using existing 3GPP-signaling, e.g., LPP/NRPPa signalling
•	Scenario 2 - UE-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the UE or on OTT/OAM side.
•	Scenario 3 - gNB-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the gNB or on OTT/OAM side.


	· Xiaomi (R1-2404602)
Proposal 6: For data collection in Case 1 and Case 2a
-	When AI models are developed by the UE side, three is no specification impact on the generation of measurements corresponding to input and the ground truth
-	When AI models are developed by the network side (if model transfer/delivery is supported), there is need to specify the data format definition and configuration of the data generation
-	For both cases, RAN1 need to identify whether any assistance information is needed from network.
Proposal 7: Leave other WGs e.g., RAN2 to discuss the report of collected data



Model inference
This section discusses issues for the LCM stage of model training.
Model inference operation (input, output, configuration)
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Proposal 12: In AI/ML positioning inference for Case1/2a, support the following information from LMF to UE:
· Information related to NW conditions during inference
· Information related to environment context during inference
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference

Proposal 13: In AI/ML positioning inference of Case1/2a, for NW conditions and environment context information from LMF to UE:
· Study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]
· As starting point, support the following:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

Proposal 15: In AI/ML positioning inference for Case3a/3b, support the following information from LMF to gNB:
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference


	· Apple (R1-2404273)
Proposal 16: For model inference, the following elements shall be specified as part of the model inference procedure:
•	Measurement (corresponding to model input),
•	Time stamp,
•	 RS configuration(s), 
•	other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.)

	· Fraunhofer (R1-2404316)

Proposal 12: 	Support validity indication for the AI/ML models. The indication shall include at least information about the existence of ML assisted areas.

	· OPPO (R1-2404878)

Proposal 11: For the model inference for UE-based positioning with UE-side model (Case 1),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model input since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the estimated location information via existing LPP signaling
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether the current field about the uncertainty can be reused or some new field/IE should be introduced to report the associated quality/probability/confidence of AI model estimated location


	· Xiaomi (R1-2404602)

Proposal 23: For inference in Case 3b and Case 2b
-	Input data format for inference need to be specified and common input data format can be used for both data collection and inference
-	If multiple input data formats are defined, LMF configure the input data format for inference
-	The signaling exchange between gNB/UE and LMF is left to RAN3/RAN2

	· Nokia (R1-2404905)
Proposal 11: For Case 2b/3b (LMF side model), for inference LMF may request:
•	reporting of UL measurements from gNB in Case 3b via NRPPa, and
•	reporting of DL measurements from UE in Case 2b via LPP.

	· Samsung (R1-2404138)

Proposal 3.	in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.
Proposal 4.	RAN1 supports the indication of determined model from one entity to another entity
Proposal 5.	RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity
Proposal 14.	in attached to the model output, the time stamp and quality information is supported.
Proposal 15.	RAN1 supports TRP to signal the model output to LMF in case 3a.

	· Ericsson (R1-2403898)

Proposal 56	When preparing for model inference, configurations of reference signal transmission and measurement are checked for compatibility between the trained model and the deployment environment.
Proposal 57	For Case 2a/3a, support UE/gNB to send an indication to the LMF when the AI/ML model is ready for reporting measurements based on model inference. 
•	It is up to RAN2/3 to decide which procedure to use to convey the information.




1st round discussion
Regarding information to be sent from LMF to UE for Case 1/2a, Qualcomm (R1-2405144) proposal is representative of companies' view on the list of information to prepare for model inference. It is slightly modified and shown below.

Proposal 5.1.2-1
In AI/ML positioning Case1 and 2a, support LMF sending the following information to the target UE for model inference at the target UE:
· Information on NW conditions during inference. 
· FFS: details of NW conditions
· Information on environment context during inference
· FFS: details of environment context
· Information on DL PRS configuration during inference
· For Case 2a: information on reporting the measurement (e.g., to report DL RSTD or UE Rx-Tx time difference), where the measurement is based on model output during inference

	
	Company

	Support
	

	Not support
	[HwHiSi], InterDigital



	Company
	Comments

	HwHiSi
	We support most of this proposal, but it is not clear what the information on environment context refers to or why it would be needed and if so, whether this information cannot be indicated as part of the NW conditions or the DL PRS configuration. Furthermore, there seems no need to state for the first bullets that it is “during inference” as the first part of the proposal already captures this. 
As such we suggest the following updated proposal:
Updated Proposal 5.1.2-1
In AI/ML positioning Case1 and 2a, support LMF sending the following information to the target UE for model inference at the target UE:
· Information on NW conditions during inference. 
· FFS: details of NW conditions
· Information on environment context during inference
· FFS: details of environment context
· Information on DL PRS configuration during inference
· For Case 2a: information on reporting the measurement (e.g., to report DL RSTD or UE Rx-Tx time difference), where the measurement is based on model output during inference

	Nokia
	We tend to agree with the proposal. However, we believe that some details are including new terms that are related to Section 5.2.

To Moderato, could you clarify the second bullet related to Case 2a ?, the message is not clear in the proposal.

	ZTE
	The difference between NW condition and environment context is not clear.

	InterDigital
	We support the modification from the proposal. For the last bullet, we need more clarification. What is meant by “information on reporting the measurement (e.g., to report DL RSTD or UE Rx-Tx time difference),”? Does the LMF provide such information?

	TCL
	The definition of the environment context should be clarified.

	CATT, CICTCI
	The proposal is too ambiguous.
What is NW conditions? What is the difference between ‘NW additional condition’ and NW condition?
What is environment context? How to describe ‘environment’?
DL PRS configuration is always needed as in legacy positioning. What is the additional effort?

	NTT DOCOMO
	This proposal is related to the issue of consistency between training and inference, and the information need to be aligned with the outcome of that one. The NW side conditions as well as additional conditions can be implicitly included by DL PRS configuration in our understanding. 

	Apple
	In general fine with direction of proposal but need definition of environmental context.

	Lenovo
	Seems the proposal is too broad and needs further clarification especially on what is meant by NW conditions and environmental context.

	Xiaomi
	We support the intension of the proposal. But the relationship among the network additional condition, enviroment contest and the PRS configuration need clarficiation 




For model inference of Case 3b and 2b, Xiaomi (R1-2404602) proposal is representative of companies' view on data format for model input. It is slightly modified and shown below. Regarding the details of data format, it can be discussed after the issue on sample-based and path-based measurements is settled.

Proposal 5.1.2-2
For AI/ML positioning Case 3b and Case 2b, to support model inference at the LMF,
· LMF configures the data format of channel measurements for model input
· For Case 3b: LMF sends the data format configuration to gNB
· For Case 2b: LMF sends the data format configuration to the target UE
FFS: details of data format

	
	Company

	Support
	TCL

	Not support
	HwHiSi



	Company
	Comments

	HwHiSi
	As this refers to model input, we suggest to progress first on the discussion about sample-based and path-based measurements before discussing this proposal.

	Nokia
	We agree with the direction of the proposal. However, we need to clarify the definition of “Data format” for RAN1 AIML. 

	ZTE
	Whether the detailed data format is really need requires further discussion. If different entities have common understanding for model input, the configuration of data format is not needed.
[Moderator] Multiple data formats are expected for sure, for example PDP vs DP, length of the PDP/DP.

	InterDigital
	We have the same view as HWHiSi and Nokia.

	CATT, CICTCI
	Support.

	Lenovo
	Ok to deprioritize this proposal for now as suggested by companies.

	Xiaomi
	Support. 
In our understanding, it is possible to support multiple measurement type, e.g., PDP or DP. And even for the same type of measurment, different information may be reported for different situation. For example, different number of taps. In this case, the data format should be aligned between different entities  





For model inference of Case 3b and 2b, Ericsson (R1-2403898) proposal is representative of companies' view on an indication that the model is ready to perform inference. It is slightly modified and shown below.

Proposal 5.1.2-3
For AI/ML positioning Case 2a and Case 3a, support UE/gNB to send an indication to the LMF when the AI/ML model at UE/gNB is ready for reporting measurements based on model inference. 
· It is up to RAN2/3 to decide the detailed signalling to convey the indication.


	
	Company

	Support
	

	Not support
	



	Company
	Comments

	ZTE
	It’s not needed from our perspective.

	InterDigital
	As we commented, this proposal depends on the discussion on whether new positioning methods will be defined or not.

	CATT, CICTCI
	Not necessary. This can be deduced when UE’s and gNB’s AI/ML functionality is activated. It is also possible that a different IE names are used for AI and non-AI case. No need for redundant reporting.

	Xiaomi
	In our understanding, once the functionality for Case 2a or Case 3a is activated, then UE/gNB is ready for inference . Thus no further indication from Case 2a and Case 3a is needed 






Ensure consistency between training and inference
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· TCL (R1-2404002)
Proposal 10: The legacy assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions for UE-side model.
Proposal 11: UE can provide cell information and on-demand PRS configurations to LMF to ensure consistency between training and inference for UE-side model.
Proposal 12: LMF can indicate the PRS-RSRP threshold or SRS-RSRP threshold to ensure consistency between training and inference for LMF-side model.
Proposal 13: UE can provide PRS-RSRP to LMF or gNB can provide SRS-RSRP to LMF along with the measurements for model input to ensure consistency between training and inference for LMF-side model.

	· InterDigital (R1-2404650)

Proposal 24: Support area for consistency where training data and inference are considered consistent if inference is generated based on AIML model inputs corresponding to the same area

	· Huawei, HiSilicon (R1-2403930)

Observation 12: For providing network information to ensure consistency between training and inference, if needed, can be achieved based on legacy mechanisms for all cases.

	· CMCC (R1-2404445)
Proposal 11: For AI/ML based positioning, further discuss option 3 and 4. Deprioritize option 1 and 2.
Proposal 12: For AI/ML based positioning, further discuss what kinds of RS configurations needs to keep consistency between training and inference.

	· Apple (R1-2404273)

Proposal 41: For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, the additional network-side conditions may be signaled. 

Proposal 42: Network side conditions can include one or more of the following:
•	Validity / Geographical area information /Cell-list /scenario/ site information
•	Reference signal configuration(s) used to generate training data. 
•	Measurement data quality range (e.g. SNR/SINR range), 
•	label data quality range (e.g. mean label positioning error)
•	Time range when data generated.
•	Network Synchronization Error
•	Rx-Tx timing error
•	Phase offset error.
•	Antenna/beam pattern information
•	TRP set.
They can be grouped into classes based on importance e.g. geographical conditions, data quality conditions, hardware conditions etc. 

Proposal 43: The information on additional network-side conditions may be sent as assistance information for any one of the LCM stages. They may be:
•	LCM procedure specific e.g. for data collection for training only, monitoring only, inference only
•	LCM procedure general e.g. used for data collection for training, data validation for inference and data testing for monitoring

	· Sony (R1-2404491)

Proposal 8: Define a set of parameters (e.g., part/all of DL-PRS configuration, received signal quality, etc) representing reference signal characteristics to be used for AI/ML positioning.
Proposal 9: Associate the reference signal characteristics to the trained AI/ML model and AI/ML model inference operation.
Proposal 10: Further study the signalling procedure to ensure the consistency between AI/ML training and AI/ML inference.
Proposal 12: UE or gNB to provide an indication of AI/ML model validity to the AI/ML server/management (e.g., LMF).

	· NVIDIA (R1-2404537)
Proposal 8: For AI/ML based positioning, introduce specification support for additional conditions to be included in model description information during model identification.


	· OPPO (R1-2404878)

[bookmark: _Hlk159169292]Proposal 2: For AI/ML based positioning of Case 1 and Case 2a, some indication (e.g., in form of configuration ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· e.g., the ID can be a special ID for positioning configurations, and can be indicated to differentiate the associated training data
· The proprietary information of network should not be disclosed.   


	· Xiaomi (R1-2404602)

Proposal 24: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case
Proposal 25: RAN1 further investigates the necessity and feasibility for the following potential network additional conditions
-	Scenario/site information
-	Measurement configuration
-	Network synchronization error
-	Antenna information
Proposal 27: For the indication of additional condition, virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation

	· ZTE, Pengcheng laboratory (R1-2405120)
Proposal 16: There is no need to specify any NW-side additional conditions for AI/ML positioning.


	· vivo (R1-2404166)

Proposal 17. Further study the impact of beamforming related aspects on positioning accuracy, to support the application of AI positioning in FR2 scenarios.
Proposal 18. Consider adopting the following approaches to ensure the consistency between training and inference. 
· For beam pattern information, NW side provides indication to assist UE in maintaining the consistency between training and inference, such as “associated ID” information or explicit beam pattern information as specified in legacy UE-based AoD positioning. 
· UE can indicate applicable “associated ID” or beam pattern in other procedures.
Proposal 19. Consider adopting the following approaches to ensure the consistency between training and inference. 
· UE can report supported PRS bandwidth.
Proposal 20:	Further study how to deal with the potential inconsistency of measurement implementation between regular UE and PRU when supporting PRU to generate data for model training and monitoring

	· Fujitsu (R1-2404583)
Proposal 19 The following two options can be studied as assistance data for model training/inference consistency purpose:
· Validity Area.
· RS Configuration.

	· Nokia (R1-2404905)
Proposal 36: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, a PRS configuration configured for data collection (training) or inference shall be associated with a global cell identity (GCI) and a network-identifier (associated ID). FFS: details of network identifier (associated ID).  
Proposal 37: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, RAN1 to study the possibility defining a context scenario which represent NW-additional conditions as high level information.

	· NTT DOCOMO (R1-2405031)
Proposal 7: For AI/ML based positioning, to ensure consistency between training and inference, as well as to guarantee the consistency of PRS, following impacts can be considered:
	An associated ID can be configured within/ together with PRS related configuration
	Validity area is configured/indicated, where PRS can be assumed to be consistent within a validity area

	· Intel (R1-2403974)

Proposal 23: 
· Consider the alignment between configured measurement validity area and inference validity area as a NW-side additional condition to ensure consistency between training and inference.
Proposal 24: 
· Consider the consistency between RS configurations as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between RS configurations
Proposal 25: 
· Consider the consistency between channel/link conditions/characteristics as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between channel/link conditions/characteristics
Proposal 26: 
· Consider the consistency between model input formats as a NW-side additional condition to ensure consistency between training and inference.


	· Ericsson (R1-2403898)

Proposal 54	The model training entity records the model inference validity area as a part of metadata for the trained model.
Proposal 55	When preparing for model inference, the model inference validity area is checked for compatibility with the deployment area.
Proposal 58	For Case 1, to ensure the consistency of NW-side additional condition (e.g., beam configuration of DL PRS) across training and inference, study the following options:
•	Option 1: based on associated ID of NW conditions/configurations.
•	Option 2: based on performance monitoring.




1st round discussion
On the consistency between training and inference, the following is proposed by several companies, including Intel (R1-2403974), Fujitsu (R1-2404583), Apple (R1-2404273), InterDigital (R1-2404650), Ericsson (R1-2403898). Various other conditions/configurations are also proposed by companies, which can be treated in the future.

Proposal 5.2.2-1
For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of the model training and the validity area of model inference;
· DL PRS configuration of model training and the DL PRS configuration of model inference;

	
	Company

	Support
	Apple

	Not support
	HwHiSi



	Company
	Comments

	HwHiSi
	It is not clear what it is meant with need to be checked for consistency. In addition, this proposal seems to overlap Proposal 4.3.2-1.
We suggest to merge both discussions?

	Nokia
	We agree with the direction of the proposal. However, we need to discuss before our understanding of NW-side additional conditions to ensure consistency in AIML positioning. 

	InterDigital
	We should agree on the definition of validity area first.

	CATT, CICTCI
	We are fine to support the same configuration (i.e. ‘condition’) between training and inference. We agree that this is also important, as those categorized as additional condition. But we need to make it clear whether the validity area is the same as legacy (AreaID)

	NTT DOCOMO
	Support 



Regarding Case 3b/2b, Intel (R1-2403974) pointed out that the data format for model input need to be consistent. This reflects the evaluation results observed by companies, e.g., a model trained with PDP with N't = 16 should not be fed with measurements of DP with N't = 32. Intel proposed that the model input formats is a NW-side additional condition --- this is can be further discussed, e.g., LMF may make a request on the data format to gNB/UE and there is no need to categorize model input format as a NW-side additional condition.

Proposal 5.2.2-2
For AI/ML positioning Case 3b and 2b, at least the following need to be consistent between training and inference: 
· Data format of channel measurements for model input. 
· FFS: details of the data format

	
	Company

	Support
	Apple

	Not support
	



	Company
	Comments

	
	As this refers to model input, we suggest to progress first on the discussion about sample-based and path-based measurements before discussing this proposal.

	ZTE
	Same comments as proposal 5.1.2-2
[Moderator] Multiple data formats are expected for sure, for example PDP vs DP, length of the PDP/DP.

	CATT, CICTCI
	Support.

	NTT DOCOMO
	The report format is based on NW request/NW configuration, there’s no need to consider it as NW side additional conditions. 
[Moderator] This proposal does not call it NW side additional conditions.



On NW-side additional condition/configuration (e.g., beam configuration of DL PRS) that NW may not explicitly signal the details, it has been proposed by Ericsson (R1-2403898) that the agreement made for beam management can be borrowed.

Proposal 5.2.2-3
For Case 1, to ensure the consistency of NW-side additional condition/configuration (e.g., beam configuration of DL PRS) across training and inference, study the following options:
· Option 1: based on associated ID of NW conditions/configurations.
· Option 2: based on performance monitoring.

	
	Company

	Support
	TCL

	Not support
	



	Company
	Comments

	Nokia
	We agree with the intention of the Proposal. Maybe some rewording are applicable. But, we will wait for other companies view. 

	CATT, CICTCI
	Support.



2nd round discussion
Proposal 5.2.2-1 is updated below to address comments from InterDigital, CATT, CICTCI. If further edits are needed, please provide the preferred text.
Proposal 5.2.3-1
For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of model training and the validity area of model inference;
· Validity area of model training refers to the area where the trained model is valid. Validity area of model inference refers to the area where model inference is valid to be performed.
· FFS: details on how to define the validity areas
· DL PRS configuration of model training and the DL PRS configuration of model inference;

	
	Company

	Support
	InterDigital, TCL

	Not support
	



	Company
	Comments

	Nokia
	Same comment as Round 1. 

	ZTE
	This is quite similar to Proposal 4.3.3-1, is the previous proposal is agreed, the configuration can also be applied to this proposal.

	NEC
	This proposal should be combined with proposal 4.3.3-1.

	Qualcomm
	It is not clear why only subset of information are included while others are not (e.g., NW conditions, environment context). Let’s discuss them together. 
The validity area of the model training needs to first be agreed and its intention clarified. For example, it not clear why the same model would have different training and inference validity areas.  

	OPPO
	Proposal 4.3.3-1 is quite related to this proposal, suggest to consider them together.




Proposal 5.2.2-2 is updated below to address comments from ZTE. If further edits are needed, please provide the preferred text.

Proposal 5.2.3-2
For AI/ML positioning Case 3b and 2b, at least the following need to be consistent between training and inference: 
· Data format of channel measurements for model input. 
· FFS: details of the data format (e.g., PDP and its size, DP, and its size)

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	ZTE
	Thanks for FL’s revision. For clarification, does that mean LMF will train multiple models for each use case? For example, LMF train two models for case 2b, one model’s input is PDP, another model’s input is DP. Is that’s the inner logic of this proposal?

	Qualcomm
	This can be postponed until we finish discussion on path & sample alternatives.




Proposal 5.2.2-3 is copied below as is, since no comments were received in 1st round.
Proposal 5.2.3-3
For Case 1, to ensure the consistency of NW-side additional condition/configuration (e.g., beam configuration of DL PRS) across training and inference, study the following options:
· Option 1: based on associated ID of NW conditions/configurations.
· Option 2: based on performance monitoring.

	
	Company

	Support
	TCL

	Not support
	



	Company
	Comments

	Nokia
	Question to FL, what ist he difference of this proposal with Proposal 5.2.3-1. Is there a chance to discuss both on a unique proposal?.

	Xiaomi
	What is the relationship between this proposal and Proposal 5.2.3-1

	Qualcomm
	A straightforward option is to explicitly signal NW conditions (e.g., based on existing IEs). If not available in existing IEs, then we can explore if associated ID can be used. 
Option 2 is not clear. Could you please clarify how performance monitoring would apply in AIML positioning?





3rd round discussion
Proposal 5.2.3-1
For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of model training and the validity area of model inference;
· Validity area of model training refers to the area where the trained model is valid. Validity area of model inference refers to the area where model inference is valid to be performed.
· FFS: details on how to define the validity areas
· DL PRS configuration of model training and the DL PRS configuration of model inference;



Proposal 5.2.3-3A
For Case 1, to ensure the consistency of NW-side additional condition/configuration (e.g., beam configuration of DL PRS) across training and inference, study the following options:
· Option 1: based on associated ID of NW conditions/configurations.
· FFS: whether/how to define associated ID on NW-side additional condition/configuration involving multiple TRPs
· Option 2: based on performance monitoring.

Model performance monitoring
This section discusses issues for the LCM stage of model performance monitoring.

Label-based model monitoring methods
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Proposal 16: In AI/ML positioning monitoring for Case1/2a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A-1 
· Option A-2 
· Option B-1 
· FFS Option A-3 and A-4(while considering specifications-based PRU data transfer, e.g., using SL)


	· TCL (R1-2404002)
Proposal 2: The monitoring metrics for UE-side model include error of location, error of speed or acceleration, error of measurement value, F1-score of LOS/NLOS indicator, standard deviation or variance of location and standard deviation or variance of measurement value.
Proposal 3: The monitoring metrics for gNB-side model include error of measurement value, F1-score of LOS/NLOS indicator and standard deviation or variance of measurement value.

	· Lenovo (R1-2404526)
Proposal 18: For model monitoring for AI/ML positioning Case 3a, RAN1 to clarify the following before making any recommendations:
•	Option A: Whether the NG-RAN node has knowledge of the UE’s location for performing monitoring metric calculation for its own model.
•	Option B: Impact of signalling overhead of transferring model output to LMF for performing monitoring metric calculation for model located at gNB.

Proposal 19: For Option A – target UE model monitoring for AI/ML positioning Case 1, support Options A-1, A-2, A-3 and A-4 in terms of receiving ground truth label information.
Proposal 20: For Option B – LMF model monitoring for AI/ML positioning Case 1, further study Option B in terms near-real time latency requirements for performance monitoring.

	· InterDigital (R1-2404650)

Case 1
Proposal 12: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, support Option A-1, A-2 and A-3.
Proposal 13: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, do not support Option A-4
Proposal 14: Prioritize specification of variants of Option A over specification of Option B.
Observation 7: RAN1 needs to discuss whether the UE reports performance metrics to the network under Option A

Case 3a
Proposal 26: From RAN1 perspective, support Option A (NG-RAN node performs monitoring metric calculation for its own model) for performance monitoring calculation
Proposal 27: Study feasibility of obtaining the ground truth for timing information for Case 3a


	•	Apple (R1-2404273)
Proposal 17: For model monitoring, the following elements shall be specified as part of the monitoring procedure:
•	Ground truth label, 
•	Measurement (corresponding to model input), 
•	Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), 
•	RS configuration(s), 
•	Time stamp, 
•	other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.). For example, a change in a TRP configuration known by the network could enable the UE to know that it should trigger the monitoring procedure.
Proposal 18: For data collection, the key specification impacts are in the transfer of the measurement data in case 2b (UE to LMF) and case 3b (gNB to LMF) for model inference and model monitoring. 
•	This requires an update to support CIR, PDP and DP measurement data. 
•	Additional specification is required to transfer ground truth labels, quality indicators and other necessary information from the measurement entity to the monitoring entity.

Proposal 19: To specify feedback of measurement data for both PRS and UL SRS for positioning, the following parameters may need to be configured:
•	The measurement type: delay Profile (timing only), Power Delay Profile (timing, power), Channel Impulse Response (timing, power and phase)
•	The number of measurements (taps): 8, 9, 16, 32, 64, [128], [256] (+1)
•	Feedback Format
o	First path parameters: first path magnitude, first path phase first path timing, timing granularity factor.
o	Additional path parameters
	Relative time difference for additional paths
	Time reporting granularity factor
	Time stamp
	Part A quality
	Part B quality 
	Additional path magnitude and phase
•	Option 1: additional path magnitude, additional path phase
•	Option 2: additional path relative magnitude, additional path phase

Proposal 24: benefits (advantages, disadvantages), feasibility and specification impact of different monitoring options for Case 1: 

	Option
	Advantages
	Disadvantages
	Feasibility
	Spec. Impact

	A-1
	
	May not work in NLOS environment. 
GT quality depends on estimation accuracy.
	Yes
	LMF uses Rel-18 assistance data framework in LPP to send [label] or [inference measurement, label] to UE

	A-2
	All operations take place at UE
	May not work in NLOS environment. 
GT depends on estimation accuracy.
	Yes
	Minimal new specification impact

	A-3
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	LMF uses rel-18 assistance data to transfer inference measurement and label from PRU(s) to UE

	A-4
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	Based on proprietary method
Can use sidelink communications to transfer inference measurement and label from PRU(s) to UE

	B-1
	
	Splits inference and monitoring procedures
	Yes
	Minimal new specification impact

	B-2
	
	Excessive transmission of information
	No
	




Proposal 25: RAN1 should support at least Option A-2, A-3 and B-1.
Proposal 26: Monitoring for case 2a is similar to that of case 1 with the difference that the actual GT is derived from an estimated of signaled GT location. The GT may be a timing value or a LOS/NLOS value.

Proposal 27: To ensure the accuracy of the GT 
1.	Step 1: use a LOS/NLOS identifier to identify >= 3 LOS links. Note that LOS probability may be used to derive the measurement quality.
2.	Step 2: use legacy positioning method to estimate GT position
3.	Step 3 (for case 2a): estimate GT timing for each of the LOS links based on estimated GT position

	· Huawei, HiSilicon (R1-2403930)
Case 1
Proposal 14: Label-based model monitoring for Case 1 should be based on PRU channel measurements and their known locations.
Proposal 15: For Case 1, there is no need to involve the LMF for metric calculation, additionally the LMF may not have the knowledge to monitor/manage the UE-side models.
Proposal 16: For model monitoring in Case 1, conclude that Option A-4 is sufficient where the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
•	The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
•	There is no need to restrict the type of measurements used as model input.
Case 3a
Proposal 17: For model monitoring in Case 3a, recommend to support Option A where the gNB calculates the metric and makes the monitoring decision itself.
Proposal 18: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Case 3b
Proposal 19: For model monitoring in Case 3b, no further assistance information or measurement report in addition to inference is required to be sent to the LMF.

	· CATT, CICTCI (R1-2404385)
Proposal 20: For case 1 and case 2a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. The target UE side performs monitoring metric calculation.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. At least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 

Proposal 21: For case 2b and case 3b, for model performance monitoring metric calculation in label-based model monitoring, LMF generates UE’s location as ground truth label and performs monitoring metric calculation.
Proposal 22: For case 3a, for model performance monitoring metric calculation in label-based model monitoring, at least the following options for generating ground truth label can be considered.
· Option A. NG-RAN node performs monitoring metric calculation for its own model, and LMF provides the generated ground truth label to NG-RAN node.
· Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node based on the inference results transmitted by gNB/TRP and estimated ground truth label.

	· CMCC (R1-2404445)
Proposal 9: For performance monitoring is based on the ground-truth labels, further study method to obtain ground-truth label.
Proposal 10: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered.
Observation 6: For AI/ML based positioning case 1, the target UE side can perform monitoring metric calculation.
Observation 7: For option A-3 and A-4, PRU measurement for model monitoring seems workable, while detail solution needs further discussion.
Observation 8: If inference result is currently supported measurement report, then LMF can perform monitoring metric calculation.
Observation 9: For option B-2, how to transfer the PRU’s channel measurement from LMF to the target UE need to be discussed.


	· OPPO (R1-2404878)
Proposal 18: For UE-based positioning with UE-side model (Case 1), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
· The feasibility of Option A-1, A-3, A-4, B-2 has not been justified
· For Option A-2, it is not clear what the solution it is.
· For Option B-1, there is no additional spec impact and it is not clear how LMF use this information for monitoring metric calculation
Proposal 21: For NG-RAN node assisted positioning with gNB-side model (Case 3a), in order to facilitate ground-truth-label-based functionality/model performance monitoring at gNB, support the enhancement on NRPPa signaling to enable the delivery of the ground-truth label or the information that can derive the ground-truth label from LMF to gNB
· Functionality/model performance monitoring can be done by gNB implementation 
Proposal 22: For NG-RAN node assisted positioning with LMF-side model (Case 3b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on NRPPa signaling


	· ZTE, Pengcheng laboratory (R1-2405120)

[bookmark: _Ref162377047][bookmark: _Ref20170]Proposal 18: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, support option B: 
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
[bookmark: _Ref165915159]Proposal 20: For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, support option A: 
· Option A: NG-RAN node performs monitoring metric calculation for its own model.


	· Fujitsu (R1-2404583)
Proposal 12 Several issues need to be further studied for Option A-3, e.g., how to report model information (e.g., model input) to facilitate PRU measurements.
Proposal 13 Deprioritize the study on Option A-4 for case 1 model performance monitoring.
Observation 7 For Option B-1 of case 1 model performance monitoring, NW needs to guarantee the accuracy of the ground truth labels.
Proposal 14 For Option B-2 of case 1 model performance monitoring, model information exchange under functionality framework should be further studied.
Proposal 15 For label-based case 1 performance monitoring, option B-2 is suggested to be studied with priority, or the ground truth label can be obtained by implementations.
Proposal 17 For case 2a model performance monitoring, label-free method is up to implementation while label-based method can wait for the options’ discussion progress of case 1.

Proposal 16 For both option A and option B of case 3a model performance monitoring, it is assumed that the ground truth label and its related data (e.g., time stamp) are generated by PRU.
Proposal 18 For label-based case 3b model performance monitoring, LMF collects the inference output and ground truth labels. There is no assistance information needed to support LMF-side monitoring.
Observation 8 For case 2b model performance monitoring, the way of label-based monitoring is similar to case 3b.

	· vivo (R1-2404166)

Proposal 11:	For model performance monitoring of AI/ML positioning Case 1, the target UE side performs monitoring metric calculation should be supported.
Proposal 12:	For model performance monitoring of AI/ML positioning Case 1, option A-1 and option A-3 can be supported for the target UE side performs monitoring metric calculation.


	· ETRI (R1-2404767)
Proposal 8: In AI/ML positioning Case 1, it's preferable to perform label-based performance monitoring metric calculation and monitoring decision on the UE-side.
Proposal 9: In Case 1, for label-based performance monitoring, it is preferable to provide the PRU location and the channel measurements to the UE side in a vendor-specific manner.
Proposal 10: In Case 1, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.
Proposal 11: In Case 3a, it is preferable to conduct label-based performance monitoring metric calculation at the LMF.
Proposal 12: In Case 3a, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.

	· Nokia (R1-2404905)
Proposal 12: Performance metric based on ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and inference output, where measurements associated with ground truth information can be used as inference input.  
Proposal 13: Necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation), e.g., collected from PRU or target UE; ii) measurements corresponding to inference input, e.g., measurements collected from PRU; and iii) inference output, e.g., UE location estimation.
Proposal 16: For monitoring LOS/NLOS classification, LMF may assist UE and gNB by evaluating their channel classification parameters, e.g., channel features used for classification.
Proposal 19: To RAN1 defer Option A-4 from discussion and support other remaining options (Option A and Option B) for performance monitoring.  
Proposal 22: For label-based monitoring of UE-side model, for UE to derive monitoring metric, support Option A-3: LMF provides the UE necessary data for monitoring over LPP which contains measurements (e.g., measurements (e.g., RSRPP) collected from PRU(s)) and associated ground truth (e.g., PRU location) including quality indicators. In addition, target UE computes the monitoring metric internally and provides it to the LMF if requested to do so.

Proposal 23: For label-based monitoring of UE-side model, for LMF to derive monitoring metric, support Option B-2: PRU(s) provides measurements (e.g., RSRPP) to LMF. LMF provides measurements collected from PRU(s) to the UE. UE reports inference output, based on measurements collected from PRU(s), to LMF. LMF compares the UE inference output with PRU ground truth labels associated with these measurements to calculate monitoring metric.


	· Sharp (R1-2405069)
Proposal 5: RAN1 to further discuss benefits and potential specification impact for Option A-3, A-4 and B-2.

	· CEWiT (R1-2405235)
 
Proposal 8: How LMF generates the ground truth labels using model output for AI/ML assisted positioning should be discussed. 
Proposal 10: For label-based monitoring for Case 3a, LMF is preferred to perform the model monitoring metric calculation. 

	· NEC (R1-2404659) 
Proposal 10:	Further study how to match a measurement and a label as a valid instance of training data or monitoring data, if the measurements and the labels are generated by different entities.
Proposal 16:	Support the main bullet of both Option A and Option B for case 1, i.e., both LMF and UE can perform monitoring metric calculation.
Proposal 17:	Prioritize Option A-3 if performs monitoring metric calculation at the target UE side.
Proposal 18:	Prioritize Option B-2 if performs monitoring metric calculation at the target LMF side.
Proposal 19:	Recommend to RAN3 that prioritize Option B, i.e., LMF performs monitoring metric calculation for the model located at the NG-RAN node, for label-based model monitoring of case 3a.

	· Samsung (R1-2404138)

Proposal 17.	RAN1 considers to define the measurement conditions (e.g., SNR level, LoS indication etc) to facilitate the performance (model) monitoring.

	· Intel (R1-2403974)

Proposal 18: 
· For AI/ML-assisted positioning Case 3a, for Option A for label-based model monitoring at NG-RAN node, ground-truth labels (or their approximations) may be determined at the NG-RAN node via implementation, or they may be determined by NG-RAN node based on assistance information received from the LMF via NRPPa for ground-truth labels, including their quality information.
· Note: In general, the LMF may not be able to generate accurate ground-truth labels (i.e., intermediate radio metrics) for monitoring based on knowledge regarding the TRP location(s) and PRU/UE locations as the mapping from intermediate radio metrics to location coordinates may not always be an invertible function. 
Proposal 19: 
· For AI/ML-assisted positioning Case 3a, for Option B for label-based model monitoring at LMF, model inputs and outputs are provided by the NG-RAN node to the LMF via NRPPa. 
· Ground-truth labels (or their approximations) can be determined:
· (preferred option) by the LMF based on one or more of: known coordinates of PRUs, estimated coordinates for non-PRU UEs, measurements received from NG-RAN node corresponding to non-AI/ML positioning methods.
· (supplementary option) by NG-RAN node based on assistance information received from the LMF for ground-truth labels, including their quality information, and reported to the LMF via NRPPa.
Proposal 20: 
· For AI/ML-assisted positioning Case 1, for label-based model monitoring at LMF, Options A-1 and A-2 should be considered further. 
· For Option A-1, ground-truth labels (or their approximations) are determined by the LMF based on legacy measurement metric(s) for RAT-dependent and/or RAT-independent positioning methods to LMF by target UE/NG-RAN node.
· For Option A-2, ground-truth labels (or their approximations) are determined by the target UE based on legacy assistance information received from the LMF.
· Option A-3 may be considered as a supplementary method in addition to one or both of Options A-1 and A-2.
Proposal 21: 
· For AI/ML-assisted positioning Case 1, for label-based model monitoring at LMF, Option B-1 should be considered further. 
· Estimated coordinates from AI/ML model at UE side are reported to the LMF by the target UE.
· Ground-truth labels (or their approximations) are determined by the LMF based on known coordinates of PRUs or estimated coordinates for non-PRU UEs.

	· Ericsson (R1-2403898)
Proposal 49	Label-based performance monitoring proposals under consideration in RAN1 require higher specification complexity, increased implementation and signaling burdens, and elevated operation costs of positioning systems. The effectiveness of the listed label-based monitoring proposals shall be evaluated and compared to that achievable with self contained performance monitoring (either label-free monitoring or certain label-based approaches). The more complicated label-based monitoring solutions should be supported only if the added values are identified to justify the increased complexity.
Proposal 50	For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, both Option A and Option B are viable solutions. RAN1 can recommend both Option A and Option B.




1st round discussion
For model performance monitoring of Case 1, there is no clear convergence based on companies' contributions.

For model performance monitoring of Case 3a, RAN2 has made the following agreement.
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.

RAN2 agreement corresponds to Option A, which has also been shown by several RAN1 contributions that it's feasible. Thus, Option A in the agreement below can be confirmed.
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation



Proposal 6.1.2-1
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, Option A is feasible and supported.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.

	
	Company

	Support
	ZTE, InterDigital

	Not support
	[CATT, CICTCI],



	Company
	Comments

	CATT, CICTCI
	Not support. In our understanding, RAN2’s agreement is clearly ‘gNB or LMF could perform performance monitoring for case 3a’. We think Option B is also supported by RAN2. Don’t understand why it belongs to Option A.

	NTT DOCOMO
	We already agreed that ‘Final selection of Option A and Option B is out of RAN1 scope’, no need to further discuss until conclusion is made by other WGs.
According to RAN2 agreement, they also haven’t made down selection ‘gNB or LMF could perform performance monitoring for case 3a’

	Apple
	For LOS/NLOS based methods, Option A is feasible. However, for timing based methods, how the privacy of the UE is protected if the NG-RAN has the timing needs to be discussed. This may be okay for a PRU but for a non-PRU UE, there needs to be some protection similar to that provided by the LMF in legacy positioning methods.




2nd round discussion
Regarding Proposal 6.1.2-1, CATT/CICTCI and NTT DOCOMO pointed out that Option B is also supported by RAN2 agreement. Accordingly, the proposal is updated below.

Proposal 6.1.3-1
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, Option A and Option B are feasible and supported.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	Lenovo
	Suggest to add “From RAN1 perspective” at the beginning of the proposal.   

	InterDigital
	It is not clear how/why both options can/should be supported.

	Nokia
	We proposa the following rewording in red 

Proposal 6.1.3-1(updated)
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, Option A and Option B are feasible and supported recommended.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF CN performs monitoring metric calculation for the model located at the NG-RAN node.

Note: Potential support of Option A and/or Option B is out of RAN1 scope.
Note: Exact method to perform monitoring metric calculation is up to implementation.

	NEC
	This poropsal is similar as the agreement of last meeting, so the intention of this proposal is to comfire that both Option A and Option B can be supported for label-based model monitoring of Case 3 form RAN1 perspective?

	Xiaomi
	Not sure how the NG-RAN obtain the label especially for the timing-based method and why Option A is feasible.  

	HwHiSi
	This is not according to the agreement from last meeting, RAN1 cannot support any of the options. This is up to RAN3. We should not discuss the proposal here, unless we want to make a recommendation.
In our view, we can recommend Option A.
Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation



Label-free model monitoring methods
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· TCL (R1-2404002)
Proposal 1: It is recommended to perform the monitoring metric calculation at the model inference entity for label-free model monitoring.

	· CATT, CICTCI (R1-2404385)
Proposal 19: For label-free monitoring, for all cases, the performance metric calculation is up to implementation.

	· OPPO (R1-2404878)

Proposal 16: For functionality/model performance monitoring, Rel-19 is NOT to specify dedicated specification enhancement for the mechanism without ground-truth labels
· Functionality/model performance monitoring without ground-truth labels can be done by implementation without any specification enhancement
· Note: we also categorize some mechanisms based on “the approximate ground-truth label” in to that without ground-truth labels.


	· Google (R1-2404683)
Proposal 5: For UE side monitoring metric calculation, support UE to determine the model performance based on the correlation for the model inference results within a time window
•	If the model inference results are uncorrelated within the time window, the UE can determine the model fails.

	· vivo (R1-2404166)

Proposal 15. For performance monitoring of LMF-side model, the following assistance information can be provided for monitoring:
· SNR/SINR provided by UE (Case 2b) or gNB (Case 3b)
· Sensor information, at least including UE’s motion state information related information (Case 2b and 3b)


	· ETRI (R1-2404767)
Proposal 13: For label-free performance monitoring in direct AI/ML models, consider using legacy measurements and assisted positioning model outputs, in addition to leveraging model input/output statistics.

	· Nokia (R1-2404905)
Proposal 14: For UE/gNB-side models, label-free monitoring may consist of:
•	confidence level associated with model inference output, e.g., UE location estimate, 
•	statistics of measurement(s) compared to the statistics of measurements in the training data set,
•	standard deviation as monitoring metric based on the historical/buffered inference output. 
Proposal 15: For UE-side models, necessary data for label-free monitoring consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.
Proposal 17: RAN1 to study relevant aspects as entities and data content of label-free monitoring at least for first priority cases.

Proposal 24: For label-free monitoring of UE-side models, for UE to derive monitoring metric, LMF may provide UE necessary data for monitoring.

Proposal 25: For label-free monitoring of UE-side models, for LMF to derive monitoring metric, UE may provide LMF necessary data for monitoring, which may contain:
•	statistics of UE measurements (e.g., RSRPP), 
•	standard deviation of UE inference output (e.g., UE location estimation in Case 1).

	· CEWiT (R1-2405235)
 
Proposal 9: For label free monitoring for Case 3a, gNB/TRP is preferred to perform the model monitoring metric calculation. 

	· Ericsson (R1-2403898)
Observation 42	Label-free model performance monitoring is up to implementation of model inference entity. The only potential specification impact is to notify other entities of the model monitoring decision, if necessary.
Observation 43	If certain information on the ground truth label can be generated by the model inference entity, then such label-based model performance monitoring is also self-contained and up to implementation of model inference entity. The only potential specification impact is to notify other entities of the model monitoring decision, if necessary.
Proposal 47	Regardless of model performance monitoring methods, a same entity performs both monitoring metric calculation and monitoring decision making. 
Proposal 48	Introduce signaling to provide information on ground truth label only when necessary.




1st round discussion
Based on the proposals and analysis submitted in companies' contributions, it is common understanding that there are model monitoring methods that are self-contained, i.e., the model inference entity can perform model monitoring without receiving information on ground truth label from another entity. Such methods may be label-free (e.g., based on model input distribution, model output distribution, relative displacement, inference output inconsistency, etc). Also, it can be label-based where certain information on ground truth label can be generated by the model inference entity itself (e.g., info on a LoS link), although the actual ground truth label cannot be fully available to the model inference entity.
It is recognized that such monitoring methods are largely up to implementation, and may not have any specification impact in terms of monitoring metric calculation or monitoring decision making.
For UE-side model, RAN2 has made an agreement that “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19. Thus for Case 1 and 2a, even if the target UE can perform monitoring autonomously, the monitoring decision (e.g., (de)activation, switching, fallback, etc.) need to be reported to the network.

RAN2#125bis:
Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19


Based on the information above, the following is proposed.

Proposal 6.2.2-1
For AI/ML based positioning all cases, model performance monitoring can be accomplished by the model inference entity itself without receiving information on ground truth label from another entity.
· The monitoring method is up to implementation. No specification impact is expected for supporting monitoring metric calculation or monitoring decision making.
· The monitoring methods include: (a) label-free monitoring methods; (b) label-based monitoring where certain information on the ground truth label can be obtained by the model inference entity itself.
· For Case 1 and 2a, the monitoring decision (e.g., (de-)activate, fall-back) by target UE is sent to the LMF.

	
	Company

	Support
	

	Not support
	[HwHiSi], ZTE



	Company
	Comments

	HwHiSi
	The purpose of this proposal is unclear. The last bullet is not about label free monitoring and should be separate discussion.

	ZTE
	RAN2’s agreement ‘for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline’ indicates the network is responsible for model monitoring, while this proposal is not aligned with RAN2’s agreement. This proposal implies that UE will perform model monitoring. 

	InterDigital
	We should prioritize discussion on label-based monitoring first.

	CATT, CICTCI
	Generally fine with the direction. However, we think the final decision is up to NW in functionality-based LCM. UE can make suggestions but only mentioning ‘decision’ is a bit too strong, making ‘Network decision’ options missed. Minor suggestion.
For Case 1 and 2a, the monitoring decision/suggestion (e.g., (de-)activate, fall-back) by target UE is sent to the LMF.

	NTT DOCOMO
	Agree the first bullet. 
For case 1, the monitoring decision can be decided by LMF or by UE and sent to LMF. For case 2a, the monitoring decision should be decided by LMF as it’s based on LMF based positioning framework. 

	Fujitsu
	We think for functionality-based LCM, the fallback should be decided by LMF.

	Fraunhofer
	In our view, the proposal attempts to group the monitoring metric calculation and model/functionality management (is this meant by “monitoring decision making?”), but these should be addressed separately.

For the first bullet: in cases 1, 2a, 3a the LMF can indicate the monitoring metric and/or set a threshold for the monitoring metric, even if the metric is calculated at the UE. The final decision on functionality management (RAN2 agreement is about functionality management) is left to the LMF (“network decision, network-initiated” or “Network decision, UE-initiated”) and is based (among others) on the monitoring metric result. 

For the second bullet: if the UE-side model management indicates fallback, this implies that it makes the decision to deactivate the AI/ML Feature unilaterally. To avoid complications in this case, functionality fallback should be pre-configured at the UE. 

Overall, we would propose the following version for the proposal:

Proposal 6.2.2-1
For Case 1 and 2a, the model management decision (selection, switch, (de-)activation) by the target UE is reported to the LMF. Functionality fallback is pre-configured by the LMF and reported to the LMF.
For AI/ML based positioning all cases, model performance monitoring can be accomplished by the model inference entity itself without receiving information on ground truth label from another entity.
· The monitoring method is up to implementation. No specification impact is expected for supporting monitoring metric calculation or monitoring decision making.
· The monitoring methods include: (a) label-free monitoring methods; (b) label-based monitoring where certain information on the ground truth label can be obtained by the model inference entity itself.
· For Case 1 and 2a, the monitoring decision (e.g., (de-)activate, fall-back) by target UE is sent to the LMF.




2nd round discussion
The comments on Proposal 6.2.2-1 are about the last bullet, i.e., whether/how it's related to functionality management. It is true that model monitoring decision/suggestion is only one factor that may affect functionality management. Thus the proposal is updated by deleting the last bullet, i.e., only focuses on what RAN1 companies have provided evaluation and analysis on since Rel-18 SI stage. Whether/how this is related to functionality management can be discussed in the future.

Proposal 6.2.3-1
For AI/ML based positioning all cases, model performance monitoring can be accomplished by the model inference entity itself without receiving information on ground truth label from another entity.
· The monitoring method is up to implementation. No specification impact is expected for supporting monitoring metric calculation or monitoring decision making.
· The monitoring methods include: (a) label-free monitoring methods; (b) label-based monitoring where certain information on the ground truth label can be obtained by the model inference entity itself.

	
	Company

	Support
	

	Not support
	InterDigital, Nokia



	Company
	Comments

	InterDigital
	At least for Case 1, our proposal is to complete the discussion related to the agreement made in RAN1#116b (regarding Option A/B and their variants). We are afraid that if we make an agreement on this proposal, it contradicts the agreement made in RAN1#116b. 

	Nokia
	As for label-based monitoring, we request to FL to do an agreement for study for label-free monitoring as agreed verbally in RAN1#116-bis. We have disclosed some scenarios where there is specification impact when the LMF assists UE for this monitoring type.

	ZTE
	This proposal implies that for UE-side model, model monitoring is performed by UE, and for gNB-side model, model monitoring is performed by gNB. But this is conflict with the previous proposal (Proposal 6.1.3-1).

	Xiaomi
	We are OK with the main bullet. But whether there is specifica impact, further study is needed. In our understanding, some assistance information delivery may be needed 

	Qualcomm
	The proposal seems to give impression that monitoring is implementatio, which is too strong statement. It is not clear why it is a priority to discuss this now. It is better to assign time to discuss options we agreed in previous meeting (i.e., Option A-1/2/3/4 and B-1/2).




Model performance monitoring entity
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Apple (R1-2404273)
Proposal 28: Option A.	NG-RAN node performs monitoring metric calculation for its own model.
•	Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the NG-RAN.
•	Option A-2. Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN (based on NRPPa), where the PRU measurement (e.g., legacy measurement) and the corresponding PRU GT are sent via LMF to the NG-RAN. 
o	Note as this is a PRU, the location is known by the LMF.

Proposal 29: Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node
•	Option B-1: at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the NG-RAN node to LMF. 
o	In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label. {non-PRU with estimated position)

•	Option B-2:  at least inference result (i.e., the model output corresponding to PRU channel measurement) “close” to the target UE is sent by the NG-RAN node to LMF. 
· In one example, PRU and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.

Proposal 31: For Case 3a Option A
•	NG-RAN node performs monitoring metric calculation for its own model in the LOS/NLOS use case. 
•	The NG-RAN node is not allowed to know the location of the non-PRU UEs connected to it. This is to maximize privacy for the non-PRU UEs connected to the NG-RAN node
•	The NG-RAN node is not allowed to perform the monitoring metric calculation for the timing estimation use case.

	· Xiaomi (R1-2404602)

Proposal 29: For performance monitoring in Case 1
· The performance metric calculation can be performed on UE side
· The LCM decision making can be performed by UE side

Proposal 30: Further study the following two options for the case that UE make the LCM decision in Case 1
· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF
· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold. 
·  Standardization effort is needed for the performance metric definition

Proposal 32:
· For input-based performance monitoring
· gNB calculates the performance metric and makes the LCM decision for the assisted positioning with multi-TRP construction
· gNB calculates the performance metric and LMF makes the LCM decision for assisted positioning with single TRP construction
· Standardization effort is needed for the performance metric definition and report 
· For ground truth-based performance monitoring 
· LMF calculates the performance metric and makes the LCM decision 


	· ZTE, Pengcheng laboratory (R1-2405120)

Proposal 21: For UE side model and NG-RAN side model, model monitoring metric calculation function and model monitoring function can be located in the same or different entities.

	· Google (R1-2404683)
Proposal 4: The model monitoring should not require the UE to report the model inference result to the NW.
•	Option A is preferred compared to Option B

	· Nokia (R1-2404905)
Proposal 18: For monitoring UE-side models, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.
Proposal 20: For Case 3a, RAN1 indicates the following potential candidates to perform monitoring metric calculation: NG-RAN and LMF. Further details of monitoring is out of the scope of RAN1 WG.
Proposal 21: RAN1 to delay the discussion on any aspect related to performance monitoring for Case 2b and Case 3b.
Proposal 26: RAN1 to consider only the measurement reporting from UE/PRU or gNB to LMF to assist on the performance monitoring for LMF-side model cases. 
Proposal 27: RAN1 to consider that whether/what assistance information is sent from UE/PRU or gNB to LMF for performance monitoring of LMF-side model, the final decision on using such assistance is up to the responsible NF (to be determined by SA2).

	· ITL (R1-2405277)
Proposal 3:
For training data generation of AI/ML based positioning Case 1/2a/2b/3b, the label and its related data (e.g., time stamp) can be generated by: 
- PRU
- Non-PRU UE with estimated location
- LMF

	· NEC (R1-2404659)
Proposal 20:	For model performance monitoring of AI/ML positioning Case 2a, support following options with regard to which entity is designated to generate model monitoring metric for model performance monitoring metric calculation in label-based model monitoring:
-	Option A. The target UE side performs monitoring metric calculation.
-	Option B. The LMF performs monitoring metric calculation.

	· NTT DOCOMO (R1-2405031)
Proposal 8: For model performance monitoring of AI/ML positioning Case 2a, for metric calculation of label-based model performance monitoring, following is considered:
	LMF performs monitoring metric calculation
	LMF may request UE to report the inference output results (e.g., UE location, LOS/NLOS indicator, DL RSTD, UE Rx-Tx time difference) to LMF
	UE performs monitoring metric calculation
	Information of ground truth label (i.e., corresponds to the output intermediate values) and/or positioning assistance data for UE is generated by LMF and provided to UE.
	The comparison results (e.g., calculated performance metric, etc.) of UE side may be reported to LMF
Proposal 9: For performance monitoring of AI/ML based positioning, at least support LMF as the entity which makes decision of upcoming operations (e.g., functionality activation/deactivation/update/switching, fallback operation). 
	For case 1/2a and case 3a, the inference output information or the calculated performance metric should be reported to LMF by UE and gNB respectively.
Proposal 10: Regarding decision making of the performance monitoring for AI/ML based positioning, for case 1 and 2a, NW indicates UE to trigger corresponding procedures (e.g., activation/deactivation, switching, update, fallback). 
Proposal 11: For case 1 and 2a, when monitoring entity is UE, UE calculates monitoring metric following NW indication.
	The indication includes at least model ID/functionality information, performance metrics/threshold.

	· Samsung (R1-2404138)

Proposal 18.	RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.
Proposal 19.	RAN1 considers the monitoring metric related threshold to be configured, dependent on the monitoring metric content.
Proposal 20.	 RAN1 supports the signalling for the monitoring refence signal configuration, monitoring measurement and its report.
Proposal 21.	monitoring outcome determination could be based on one time metric or multiple time metrics.



Assistance data for model performance monitoring
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Qualcomm (R1-2405144)

Proposal 17: In AI/ML positioning monitoring for Case1/2a, support UE-initiated monitoring with the following assistance from LMF to UE:
· RS resources configurations/activations
· Monitoring assistance information (as discussed in Option A monitoring metric calculation in RAN1#116bis agreement)
· ground truth label
· position calculation assistance data.

Proposal 18: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.
Proposal 19: In AI/ML positioning monitoring for Case3a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A 
· Option B 
· Note: UE privacy is preserved


	· InterDigital (R1-2404650)

Proposal 28: For Case 3b, specification enhancement is not needed for assistance information and/or measurement report sent from UE/PRU and/or gNB to LMF to assist LMF for the performance monitoring.

	· Apple


Proposal 34: For both LMF-side model and UE-side models, assistance information is needed.
· Assistance information can be used to match the network/UE conditions between training data collection, inference and monitoring
· New support needed to support assistance information transfer 
· Use LPP/NRPPa to transfer assistance data between PRU/UE, gNB and LMF


Proposal 35: Case specific Assistance Signaling for UE/gNB-side model
· LMF side Model: Assistance signalling from UE/PRU for network-side model monitoring (case 2b, 3b)
· scenario change, Trigger LMF monitoring, Information on label and quality (case 2b, case 3b).
· Update of both LPP and NRPPa.
[bookmark: _Ref134793355]Case Specific Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, Trigger UE monitoring.
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2a
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2b
	N/A

	Case 3a
	benefit(s)/feasibility/necessity: Assist gNB in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to gNB in NRPPa

	Case 3b
	N/A





Proposal 36: Case specific Assistance Signaling for LMF-side model
· UE/gNB-side model: Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring (case 1, 2a, 3a)
· Scenario change, LOS/NLOS condition, UE monitoring trigger.
· signalling to indicate condition reached or action taken e.g. fallback (case 1, 2a)
· Update of both LPP and NRPPa.
[bookmark: _Ref134793356]Case Specific Assistance signaling from UE/PRU for network-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2a
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2b
	Assist LMF in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP

	Case 3a
	Assist LMF in deciding if model is applicable and to trigger signal from LMF to gNB e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP, relay of information from LMF to gNB via NRPPa

	Case 3b
	Assist gNB in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP,




Proposal 44: Define AI/ML model assistance data 
•	Data that be provided to the AI/ML model at the  UE/gNB/LMF  before or during an ongoing AI/ML-based positioning session, to be then utilized for potential AI/ML-based positioning by the AI/ML model at a future time
•	The assistance information can be used to match the UE/network conditions between training data collection, inference and monitoring and may be unicast or broadcast to multiple entities.


	· CATT, CICTCI (R1-2404385)
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, the following options can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.
· Option 1: Based on associated ID.
· FFS on what can be assumed by UE with the same associated ID across training and inference.
· Option 2: Based on performance/model monitoring.

	· Sony (R1-2404491)
Proposal 11: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends criteria (e.g., parameters for performance evaluation, thresholds) to the UE/gNB performing AI/ML model inference.


	· NVIDIA (R1-2404537)
Proposal 5: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.

	· Fujitsu (R1-2404583)
Proposal 9 Considering potential challenges and imperfections during training and monitoring phase of AI/ML positioning, a more inclusive framework for different types of model output would be desirable (e.g., multiple model output of timing information).
Proposal 10 Regarding model output of case 2a and case 3a, timing information with the following enhancement is suggested to be studied:
· LMF configure performance criteria to check the reliability/availability of the model output (e.g., virtual LOS related timing information output).

	· MediaTeK (R1-2404763)
Proposal 7-7: Support UE to request TRP coordinate under UE based positioning with direct AI/ML method if NW is not provided. In this way, the UE may perform the model monitoring, and calibrate the results between the legacy and the direct AI methods
 

	· Nokia (R1-2404905)
Proposal 1: RAN1 to prioritize the discussion on monitoring aspects before to do agreements on inference input.

Proposal 29: For ground truth data collection, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.


	· CEWiT (R1-2405235) 
Proposal 11: Reuse Rel-18, assistance data transfer framework from LMF to the target UE, when LMF has the knowledge of measurements and Ground Truth labels either from PRU or target UE or gNB.





(Closed) Support new AIML-based positioning methods 

Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 

	· InterDigital (R1-2404650)

Multi-RTT
Proposal 29: Support multi-RTT positioning method under Case 3b without any specification enhancement
Proposal 30: Support multi-RTT positioning method under Case 3a with a request from the LMF to the gNB to use an AIML model for generating gNB Rx-Tx time

Need for new positioning method
Proposal 31: For Case 3a and Case 3b, use existing UL or DL & UL positioning methods as the starting point for AIML-based positioning method
Observation 16: For Case 1, the existing UE based DL-TDOA can be used as the starting point for AIML-based positioning method; There is no need to define a new positioning method for AIML-based positioning method.
Proposal 32: For Case 1, enhance the existing UE-based DL-TDOA positioning method to support AIML-based positioning


	· Huawei, HiSilicon (R1-2403930)

Observation 9: As the model output of Case 2a and/or Case 3a can be the predicted Rx-Tx time difference of the direct path, Case 2a and/or Case 3a, if applicable, can be used to obtain the RTT by LMF implementation.
Observation 10: How to use Case 2b and Case 3b to support multi-RTT is not clear.

	· CATT, CICTCI (R1-2404385)
Proposal 17: AI/ML based DL+UL positioning method (similar to multi-RTT) is with low priority in Rel-19.

	· OPPO (R1-2404878)

Proposal 1: For AI/ML based positioning, defer the discussion whether some new use case is added for multi-RTT positioning 
•	RAN1 focus on whether the current spec/conclusion (including R19 output, e.g., agreement/conclusion for Case 2a/3a) is sufficient for AI-based multi-RTT positioning, and identify what spec impact is needed (if any)
•	Note:  The legacy NR specification can also support AI-based multi-RTT positioning with LMF-side model   

	· ZTE, Pengcheng laboratory (R1-2405120)

[bookmark: _Ref165915026]Proposal 1: Regarding AI/ML based positioning,
· Case 2a and Case 3a can be used individually or used together
· Case 2b and Case 3b can be used individually or used together

	· vivo (R1-2404166)

Proposal 6:	Multi-RTT positioning should be supported by AI/ML based positioning by using Case 2a and 3a together or using Case 2b and 3b together.

	· Fujitsu (R1-2404583)
Proposal 11 Deprioritize the study of supporting multi-RTT in case 3b.

	· MediaTek (R1-2404763)
Proposal 2-1: Support 2a+3a and 2b+3b to realize DL+UL positioning method
Proposal 7-11: For LMF side model (case 3b) to support DL+UL positioning method (similar to M-RTT), then for UL part, the model input for training and inference could re-use the legacy reference time, which is TRP transmit timing of downlink subframe that is closest in time to the subframe received from the UE. It is applicable for both sample and path based measurements
Proposal 7-13: For gNB side model (case 3a) to support DL+UL positioning method (similar to M-RTT), then for UL part for both the training and inference, the model input and model output may also re-use the legacy reference time, which is TRP transmit timing of downlink subframe that is closest in time to the subframe received from the UE. It is applicable for both sample and path based measurements
Proposal 7-15: For LMF side model (case 2b) to support DL+UL positioning method (similar to M-RTT), then for DL part, the model input for training and inference could re-use the legacy reference time, which is UE transmit timing of uplink subframe that is closest in time to the subframe received from the TP. It is applicable for both sample and path based measurements
 Proposal 7-17: For UE side model (case 2a) to support DL+UL positioning method (similar to M-RTT), then for DL part for both the training and inference, the model input and model output may also re-use the legacy reference time, which is UE transmit timing of uplink subframe that is closest in time to the subframe received from the TP. It is applicable for both sample and path based measurements


	· Nokia (R1-2404905)
Proposal 39: The AIML multi-RTT positioning method may be built on top of legacy multi-RTT positioning by including at least new assistance data sent by the LMF to the UE/gNB to coordinate the deployment and usage of AIML RTT functionalities.

	· CEWiT (R1-2405235) 
Proposal 2: UE Rx-Tx time difference is preferred to report timing information for Case 2a.
Proposal 3: m-RTT can be supported by Case 3b, considering the latency constraints and more resource utilization by RS.
 

	· NEC (R1-2404659)
Proposal 23:	Support the following proposal for AI/ML based multi-RTT positioning:
−	Regarding using AI/ML based positioning to support multi-RTT,
	Case 2a and Case 3a can be used individually or used together to support multi-RTT
	Case 2b and Case 3b cannot be used individually or used together to support multi-RTT

	· Ericsson (R1-2403898)
Observation 35	Case 2a and Case 3a can be used individually or used together to support multi-RTT without additional standardization effort.
Proposal 20	Case 2b and Case 3b should not be used individually or used together to support multi-RTT, unless the support is transparent to standard specification.  



1st round discussion
Based on the proposals and the evaluation results submitted, it's not an issue to use Case 2a/3a to support multi-RTT method, as long as the UE/gNB report the desired measurement to LMF.

Proposal 7.1.2-1
Regarding using AI/ML assisted positioning Case 2a/3a to support multi-RTT method,
· Case 2a and Case 3a can be used individually or used together to support multi-RTT.
· For Case 2a, the UE reports UE Rx-Tx time difference based on model output.
· For Case 3a, the gNB reports gNB Rx-Tx time difference based on model output.

	
	Company

	Support
	InterDigital, TCL

	Not support
	HwHiSi



	Company
	Comments

	HwHiSi
	The FL states above that based on this meeting’s contributions, it is not an issue to use Case 2a/3a to support multi-RTT, as long as the UE/gNB report the desired measurement to the LMF. Thus, this seems to be up to LMF implementation and hence, the need of such proposal is unclear.

	CATT, CICTCI
	maybe acceptabe, but what’s the additional spec impact of this ‘2a+3a’, based on the assumption that case 2a and case 3a are supported? Is it transparent to specification?

	NTT DOCOMO
	Additional design/impact is not needed. 




Regarding using Case 2b and 3b simultaneously to support multi-RTT like method, majority view is that this can be up to LMF implementation, and no specific enhancement is needed to enable it. Thus, it is understood that there is no need to consider this new use case in various LCM discussions (e.g., training data collection, model inference, model monitoring, functionality).

Proposal 7.1.2-2A
Whether to allow Case 2b and 3b to be executed simultaneously to determine the location of a target UE?
If there is standard impact:
Yes: 
No: 

If there is no standard impact:
Yes:
No:

Proposal 7.1.2-2B
Regarding using Case 2b and 3b simultaneously to determine the location of a target UE, it is transparent to specification and up to network implementation. 
· For all standardization aspects (e.g., training data collection, model inference, model monitoring, functionality), Case 2b is specified assuming Case 2b is used by itself, and Case 3b is specified assuming Case 3b is used by itself.

Proposal 7.1.2-2C
For all standardization aspects (e.g., training data collection, model inference, model monitoring, functionality), Case 2b is specified assuming Case 2b is used by itself, and Case 3b is specified assuming Case 3b is used by itself.

Proposal 7.1.2-2D
From RAN1 perspective, RAN1 does not intend to have dedicated design to enable combining two (or more) cases.
· For all standardization aspects (e.g., training data collection, model inference, model monitoring, functionality), each case is investigated assuming the case is used by itself.
· RAN1 does not prevent combination of two (or more) cases. It is up to other RAN groups whether combination of two (or more) cases is supported.


	
	Company

	Support
	HwHiSi, TCL, CATT, CICTCI,New H3C

	Not support
	



	Company
	Comments

	
	



Way forward after RAN1#117 discussion
In Monday online session, Proposal 7.1.2-2D was presented. The commonly acknowledged way forward is: 
RAN1 proceed with the investigation assuming each case is deployed individually, unless RAN plenary expand the scope of the WID to explicitly support certain combination of cases.  
Companies interested in supporting a combination of cases should bring this up in upcoming RAN plenary meetings. Also, in current WID, 3 cases are assigned 1st priority, 2 cases are assigned 2nd priority. If certain combination of cases are to be supported, a priority level should be assigned as well. For example, the commonly discussed combination is Case 3b+2b, which is a combination of 1st priority (3b) and 2nd priority (2b) cases. If Case 3b+2b is to be supported, it should be clarified whether it is given 1st, 2nd, or 3rd priority.
Model identification and model functionality
Model identification, model ID
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 

Model functionality, UE capability reporting
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Apple (R1-2404273)
Proposal 38: Regarding LCM of AI/ML based positioning accuracy enhancement,
•	Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
o	For the UE sided model (Case 1 and case 2a) specification shall cover UE capability reporting using UE features and feature groups and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), Measurement and Reporting capability and site/scenario/dataset specific capabilities. 
o	For the network side models (case 2b, Case 3a and Case 3b), the specification shall cover the capability of UEs/PRUs on data collection.

Proposal 39: For AI/ML based positioning, discussion on whether to have AI/ML specific capabilities and positioning capabilities combined or separated is needed.

Proposal 40: Information covered by the UE capability may include:
•	Positioning types (based on agreed on cases)
•	Capability may include parameters such as the specific AI/ML case type.
•	Measurement and Reporting capability: Reference signal configuration such as reference signal resources, measurement capability (for case 1, 2a and 2b) and measurement reporting capability (case 2a e.g. LOS/NLOS and 2b e.g. CIR, PDP, DP)
•	UE/Network conditions including Scenarios, site, or dataset specific information: As an example, site specific capabilities may be based on physical cell-IDs and even sub-site IDs to accommodate the scenario in which a cell may have to be supported by multiple different models due to differences within the cell. This may be sent as additional conditions for the AI/ML model. 
o	Note that this may require an update to the capabilities procedure as discussed in RAN2
•	Monitoring requirements such as ground truth labels and quality indicators

	· Fraunhofer (R1-2404316)

Proposal 2: 	Support UE-sided models to inform the network on the monitoring event that triggered a request to switch functionality or an update of the supported functionalities.
Proposal 3: 	In Case 1, the NW configures several functionalities at the UE and provides a configuration for functionality switching and fallback, depending on specific parameters or thresholds. The configuration is updated on demand, based on dynamic radio conditions and UE capability.
Proposal 8: 	For all positioning use cases, functionality management is provided by the NW (LMF).
Proposal 9: 	In functionality-based LCM, UE/gNB provides an expected performance vs cost/overhead information to the LMF that is associated with a functionality or model. The cost/overhead information includes: 
· information on (logical or physical) model properties, such as size, computational complexity or power consumption
· availability of the physical model on the device 
· latency for activating functionality or model.
Proposal 10: 	Support monitoring the events resulting from functionality/model management decisions (fallback or (de)activation/switching) for a pre-defined time window.
Proposal 11: 	Support a monitoring report including the outcome (performance, overhead/cost, robustness, etc.) of functionality or model management decisions when required.

	· Sony (R1-2404491)
Proposal 4: Support model transfer operation from server node (e.g., LMF) to UE/gNB to support AI/ML-assisted positioning.
Proposal 5: Define the AI/ML model structure and parameters for model transfer to support AI/ML-assisted positioning.

	· NVIDIA (R1-2404537)
Proposal 4: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 6: For AI/ML based positioning, introduce specification support for UE capability signalling including model training, model inference and model monitoring.
Proposal 7: For AI/ML based positioning, introduce specification support for conditions of a Feature/FG available for functionality.

	· OPPO (R1-2404878)

Proposal 24: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), specify the UE capability signaling to report the supported configuration(s) associated with given functionality(ies)
· E.g., DL-PRS resources capability, DL-PRS Processing capability, measurement capability
Proposal 25: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure of TS 37.355)
· FFS: whether some enhancement is needed to reduce the signaling overhead

	· Xiaomi (R1-2404602)

Proposal 14: Support functionality identification for Case 1 and Case 2a
Proposal 15: Support model identification for Case 1 and Case 2a
Proposal 17: Categorize the AI/ML feature from the following 3 aspects for AI-based positioning
-	Output type of the AI models
-	The location where AI models are deployed
-	The positioning RS type i.e., SRS-based or PRS-based
Proposal 19: Support UE directly report the applicable functionality/model via e.g., an identifier.
Proposal 20: Applicable functionality/model report can be supported in both the case that associated AI/ML feature is enabled and the case that associated AI/ML feature is not enabled

	· Fujitsu (R1-2404583)
Proposal 20 In RAN1, positioning specific functionality discussion can be postponed until further progress of functionality granularity is achieved in AI9.1.3.3.
Proposal 21 Model related information exchange can be studied together with model performance monitoring procedures.

	· ETRI (R1-2404767)
Proposal 7: For Case 3a, a new procedure needs to be defined to inform the LMF of the gNB capability of AI/ML assisted positioning.

	· Nokia (R1-2404905)
Proposal 38: For all use cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.

	· Intel (R1-2403974)

Proposal 22: 
· At least for UE-side models, model/functionality selection or switching could be realized via explicit indication from a network entity (e.g., LMF) or implicitly based on configurations related to data collection for training and/or inference, e.g., configurations related to data collection in time dimension or over a certain geographical area.




Response to SA2 LS
For the LS from SA2:
 
R1-2403835	LS on data collection to enable ML model training and inference in 5GC for Direct AI/ML based positioning	SA2, vivo

SA2 sent the following two questions to RAN1/RAN2:
	With this context, SA2 would seek clarification from RAN1 and RAN2 on the following questions: 
1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 
2. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?




1st / 2nd round discussion
On the need and content to respond to SA2 LS in RAN1#117

Several companies have provided their view on whether and how to respond. 

Question 1: whether to respond to SA2 LS in this meeting?
	Respond in RAN1#117
	vivo, CATT, Huawei, HiSilicon, Intel, LG, NEC, DOCOMO, Nokia, Samsung, ZTE, [Qualcomm]

	Delay the response till future meetings (e.g., August or October RAN1 meeting)
	Ericsson, [Qualcomm], [HwHiSi]



Based on the status above, RAN1 can go with the majority view to respond to the SA2 LS in this meeting. The LS response can include a comment that RAN1 continue to work on issues related to model training and model inference, and RAN1 will send further information to SA2 as the agreements are made.

Question 2: What content to include in the LS response if RAN2 respond to SA2 LS in this meeting?
Most companies suggested to respond to the RAN2 LS with the relevant agreements and working assumptions that RAN1 has made in Rel-19 WI. DOCOMO suggested to include RAN1 response (R1-2310681) to RAN2 as well. 
Given the status, RAN1 can go with the majority view and respond to the RAN2 LS with the agreements and working assumptions that RAN1 has made up to RAN1#117 in Rel-19 WI. If new agreements relevant to SA2 questions are made in RAN1#117, they should be included as well.

Proposal 9.1.1-1
RAN1 send a response to SA2 LS in RAN1#117, which provide the relevant agreements and working assumptions that RAN1 has made up to RAN1#117 in Rel-19 WI. 

	
	Company

	Support
	CATT, Lenovo, Nokia, ZTE, NEC, TCL

	Not support
	



	Company
	Comments

	Nokia
	For both questions, if the intention is to include agreements made up to RAN1#117, we suggest to allocate a certain/exclusive time in Friday Morning in advance. In other words, Friday must be exclusive to discuss the LS reply in the online session. 

	HWHiSi
	The working assumptions do not adress the questions from SA2 on what data is collected. For that purpose, the agreements are sufficient. The working assumptions talk about the entities that generate the measurements and labels, which is not what SA2 has asked.
RAN1#116bis Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

RAN1#116 Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

RAN1#116 Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
paired timing information and power information.




Response to SA2's first question
	1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 



Proposal 9.1.1-2
For the first question, reply that RAN1 has made the following agreements and working assumptions. (Note: If new agreements relevant to SA2's question are made in RAN1#117, they will be included as well.)
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



	
	Company

	Support
	CATT, Lenovo, Nokia, ZTE, NEC, TCL

	Not support
	HWHiSi



	Company
	Comments

	HwHiSi
	Only the following agreememts should be provided. This is directly answering the SA2 question. The working assumptions are not answering the question from SA2
RAN1#116bis Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement




Response to SA2's second question
	2. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?



Proposal 9.1.1-3
For the second question, reply that RAN1 has made the following agreements and working assumptions. (Note: If new agreements relevant to SA2's question are made in RAN1#117, they will be included as well.)
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
1. timing information;
1. paired timing information and power information.


Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
1. timing information;
1. paired timing information and power information.




	
	Company

	Support
	CATT, Lenovo, Nokia, ZTE, NEC, TCL, [HwHiSi – ok if RAN1 responds]

	Not support
	



	Company
	Comments

	Lenovo
	We can further clarify that the above agreements further expand/elaborate on the channel measurement in “Part A”




Other texts to include in the response LS
Additionally, companies suggest to provide further information in the response LS to SA2. The proposal below provide the draft response text. (a) reflects input in CATT R1-2404352. (b) reflects input in Ericsson R1-2403899. (c) reflects input in Intel R1-2403988 and NTT DOCOMO R1-2405018.

Proposal 9.1.1-4
Include the following text in response to SA2 LS:
Furthermore, RAN1 would like to notify SA2 of the following:
(a) RAN1 is still working on further details of training data collection and model inference of Case 3b and 2b. RAN1 may provide additional input to SA2 in the future.
(b) Rel-19 WID (RP-240774) has assigned Case 3b 1st priority, and Case 2b 2nd priority.
(c) RAN1 would like to note that some further details on size estimates and notes related to the above information can be found in references [1] and [2].
1. [bookmark: _Ref158231382]R1-2308730, “Reply LS on Data Collection Requirements and Assumptions,” RAN1, August 2023.
1. R1-2310681, “Reply LS on Data Collection Requirements and Assumptions,” RAN1, October 2023.

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	CATT
	OK.

	Qualcomm
	Last bullet point can be misleading to SA2 as these were intended and based on Rel-18 evaluations and study for RAN2 discussion. We prefer to delete it.





Proposals for online sessions

Proposals for Monday online session

Proposal 4.2.2-1
The following Working Assumption from RAN1#116bis is updated and confirmed:
	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location, assuming that user data privacy of non-PRU UE is preserved.
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


Proposal 7.1.2-2D
From RAN1 perspective, RAN1 does not intend to have dedicated design to enable combining two (or more) cases for AI/ML based positioning.
· For all standardization aspects (e.g., training data collection, model inference, model monitoring, functionality), each case is investigated assuming the case is used by itself.
· RAN1 does not prevent combination of two (or more) cases. It is up to other RAN groups whether combination of two (or more) cases is supported.

Proposals for Tuesday online session

Conclusion 2.4.2-2
For Rel-19 AI/ML based positioning for all use cases, there is no consensus in RAN1 to support CIR for determining model input. 

Proposal 2.4.2-1
For Rel-19 AI/ML based positioning for all use cases, in terms of using phase information (in addition to timing information and power information) for determining model input, do not support using one phase value (e.g., Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP) for the first path or first sample only. 

Proposal 2.1.3-1
For Rel-19 AI/ML based positioning, regarding the channel measurements for determining model input, RAN1 adopt the following:
· Alternative A. sample-based measurement. 
· The measurement times are integer multiples of sampling periods, and the corresponding measurements (if any) are the observed time domain channel measurement at the measurement times. 
· FFS: whether the measurement times are (a) a measurement window of Nt consecutive samples or (b) Nt' samples sub-sampled (i.e., not necessarily consecutive) from a measurement window of Nt consecutive samples.
· FFS: how to signal the sampling period.

Proposal 5.2.3-3
For Case 1, to ensure the consistency of NW-side additional condition/configuration (e.g., beam configuration of DL PRS) across training and inference, study the following options:
· Option 1: based on associated ID of NW conditions/configurations.
· Option 2: based on performance monitoring.

Proposal 4.1.3-1
For training data collection of AI/ML based positioning, support labelled training data sample, which includes both Part A and Part B.
· Un-labelled training data sample may be optionally collected, which includes Part A but not Part B.
Note: see RAN1#116bis agreement on components in Part A and Part B.

Proposal 4.1.3-2
For training data collection of AI/ML based positioning, 
· Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated for a same UE (PRU or Non-PRU UE). 
· For a mobile UE, Part A and Part B are paired to build a collected data sample only if Part A and Part B are generated at (approximately) the same time.
· For example, these combinations are not supported for building a training data sample: 
· Channel measurement and related data are generated by a PRU, label and related data are generated by a non-PRU UE;
· Channel measurement and related data are generated by a non-PRU UE, label and related data are generated by a PRU;
· For a mobile PRU, channel measurement and related data are generated at time T1, label and related data are generated at time T2, where PRU location have changed substantially between T1 and T2.

Proposal 4.3.3-1
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes the following information:
· a training data validity area, where the training dataset is collected;
· FFS: details of training data validity area, e.g. whether to reuse legacy AreaID-CellList 
· a DL PRS configuration, based on which the UE perform the channel measurements.
· The DL PRS configuration can reuse legacy mechanisms.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset.

Proposal 5.2.3-1
For AI/ML positioning Case 1 and 2a, at least the following need to be checked for consistency between training and inference: 
· Validity area of model training and the validity area of model inference;
· Validity area of model training refers to the area where the trained model is valid. Validity area of model inference refers to the area where model inference is valid to be performed.
· FFS: details on how to define the validity areas
· DL PRS configuration of model training and the DL PRS configuration of model inference;


Proposal 4.3.3-2
For training data collection of Case 1 and 2a, in terms of DL PRS configuration for collecting Part A of training data, RAN1 study the following options (including specification impacts) on assistance information associated with the training data:
Option A. 	(UE initiated) UE makes a request to LMF on the preferred DL PRS configuration for training data collection. LMF makes the decision on determining the DL PRS configuration for training data collection and provides the assistance data to the UE. 
Option B. 	(LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the UE.
Note: the UE can be a PRU and/or a Non-PRU UE.
Note: as in existing specification, the DL PRS configurations in the assistance data from LMF to UE are based on DL PRS configuration coordinated between LMF and gNB.


Proposal 4.3.3-3
For training data collection of Case 3a, for collecting Part A of the training data:
· gNB performs channel measurement based on UL SRS. The existing procedures are reused in terms of SRS configuration.
· In terms of when to start/stop the training data collection of Part A, discuss further:
· Option 1. gNB decides autonomously when to start/stop the training data collection of Part A. No specification impact is expected.
· Option 2. gNB and LMF coordinate to decide on a measurement time window for training data collection of Part A. FFS: Specification impact. 
· FFS: details of the measurement time window.

Proposal 3.1.2-1
For AI/ML assisted positioning Case 3a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE "LoS/NLoS Information" in 38.455;
· one LOS/NLOS indicator is optionally reported per TRP as in the existing specification.

Proposal 3.1.2-2
For AI/ML assisted positioning Case 2a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE LOS-NLOS-Indicator-r17 in 37.355 for Case 2a;
· one LOS/NLOS indicator is optionally reported per TRP or per resource as in the existing specification.

Proposals for Wednesday online session
Proposal 2.1.4-1
Sample-based measurement is defined as:
· The measurement is composed of Nt' samples of the estimated channel response in time domain. The timing information for the Nt' samples are reported with a timing granularity T, where T=2kxTc. k represents the timing reporting granularity factor. Tc is the basic time unit for NR. 
· The Nt' samples with the strongest power are selected from the estimated channel response in time domain.  
· The corresponding measurement (e.g., power if reported) corresponds to the measurement for the reported Nt' samples.
· Nt' and k can be signalled 
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T, considering the tradeoff of signaling overhead and performance. 
· The measurement times are defined relative to a reference point in time 
Note: Further discussion is expected on the determination of Nt' and k (including signaling) 
Proposal 2.1.4-2
Path-based measurement refers to the measurement in the existing specifications (up to Rel-18) including measurement reporting, with potential enhancements on the number of reported paths (if needed).
Proposal 2.1.4-3
In Rel-19 AI/ML based positioning, both sample-based measurement and legacy measurement report are supported.
· When the measurement is reported by UE, it is subject to UE capability.

Proposal 3.1.2-1
For AI/ML assisted positioning Case 3a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE "LoS/NLoS Information" in 38.455;
· one LOS/NLOS indicator is optionally reported per TRP as in the existing specification.
Proposal 3.1.2-2
For AI/ML assisted positioning Case 2a, when the LOS/NLOS indicator is reported, from RAN1 perspective,
· the LOS/NLOS indicator reuse the same meaning and same format as the existing IE LOS-NLOS-Indicator-r17 in 37.355 for Case 2a;
· one LOS/NLOS indicator is optionally reported per TRP or per resource as in the existing specification.


Proposal 4.1.3-1A
Regarding training data collection of AI/ML based positioning, training data contains training data samples which includes both Part A and Part B.
· Additionally, training data may or may not contain training data samples which includes Part A but not Part B.
Note: Part A and/or Part B may or may not be specified depending on the cases.
Note: see RAN1#116bis agreement on components in Part A and Part B.

Proposal 4.1.3-2
For training data collection of AI/ML based positioning, if the training data sample contains both Part A and Part B, RAN1 assumes that: Part A and Part B correspond to a same UE (PRU or Non-PRU UE) at a given location.
Note: Part A and/or Part B may or may not be specified depending on the cases.

Proposal 4.3.3-1
For training data collection of Case 1, 2a and 2b, assistance data from LMF to UE includes at least the following information:
· Information for determining a training data validity area, where the training dataset is collected;
· FFS: details of training data validity area, e.g. whether to reuse legacy AreaID-CellList 
· a DL PRS configuration, based on which the UE perform the channel measurements.
· The DL PRS configuration can reuse legacy mechanisms.
The training data validity area and the DL-PRS configuration are recorded as a part of metadata of the training dataset. Note: the metadata may be recorded in a specification transparent manner.


Agreements made at RAN1#117

Conclusion
TBD
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Model input
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Model training
Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.


Model training – measurement data
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.


Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.


Model training – label data

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.


Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 


Model monitoring

Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.
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