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1. Introduction
In RAN#104, WID for AI/ML for NR air interface was approved [1]. The WID contains the following items on AI/ML for positioning accuracy enhancement.   

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:

· Direct AI/ML positioning:

· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning


· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any

· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)

· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases




In this contribution, specification support for AI/ML positioning enhancement is discussed based on the agreements made in RAN1#116bis [2].

2. Support for AI/ML positioning accuracy enhancement
TR 38.843 [3] identifies three primary use cases: channel state information (CSI) feedback enhancement, beam management, and positioning accuracy improvements for the application of AI/ML models and algorithms to NR. 

In RAN#116-bis, as part of the agenda on AI/ML for positioning enhancements, Model input and model output of AI/ML methods were discussed. The final summary of specification support for positioning accuracy enhancement [2] records  observations, agreements and left over issues to be discussed in RAN#117 (listed under highlights). Further work on Sample based vs path-based measurements and phase information to determine model input are to be taken up in RAN#117. Examples of such measurements are CIR, PDP, and DP [3]. We examine the use of sample and/or path based measurements to determine the mobility status of a UE (stationary/moving) and its velocity. 
Velocity estimation is a critical task for high data rate mobile transmission systems which involve a moving platform. The velocity magnitude is estimated by measuring the doppler spread induced in the signal due to relative motion between transmitter and receiver. The velocity can also be computed from successive position estimates at fine time increments. Predictive and autonomous navigation requires velocity in addition to current position (an example being collision avoidance). 

In the absence of accurate velocity estimate, we can distinguish between different velocity profiles/classes. In this approach, we classify the platform as belonging to a particular range of velocities, which is called the mobility class. Possible mobility classes and the corresponding range of velocities encountered are given below.
	Static/Mobile
	Low mobility case

	< 6     Kmph
	Pedestrians

	6-30   Kmph
	Low speed transit

	30-70 Kmph
	Medium speed vehicular

	60-120 Kmph
	High speed vehicular


A simple scenario is found in some Industrial internet of things (IIoT) [3] applications, where we need to determine only the stationary or mobile status the deployed UEs (as this is required for planning and other network functions). The task is to arrive at a suitable threshold to determine whether the UE is moving or stationary.
Observation 1: In case of AI/ML assisted positioning, the AI/ML model can output the velocity in addition to the other estimated parameters such as timing and angle measurements. Velocity information is contained in phase of CIR [2]. The AI/ML model can learn channel statistics (Autocorrelation function) and use it to determine velocity or mobility class. The velocity output can be utilized by the conventional positioning module to improve accuracy of UE localization or for the purpose of navigation and tracking.  
Proposal 1: Use sample-based CIR measurement  to train AI/ML model  in the case of assisted positioning to determine velocity or mobility class of UE.
Observation 2: The position estimates from successive time instants can be used to determine whether a UE node in question is stationary or mobile. The position estimates may be obtained from either sample based or path-based measurements. In the case of direct AIML positioning the UE locations are the model outputs. For the case of AI/ML assisted positioning, UE location is given by the conventional positioning module output.
Proposal 2: Use the position estimates (direct/assisted) obtained from sample-based/path-based measurements to determine velocity or mobility class of UE.
3. Conclusion
In this contribution, from the observations, the following proposals and are made.
Proposal 1: Use sample-based CIR measurement  to train AI/ML model  in the case of assisted positioning to determine velocity or mobility class of UE .

Proposal 2: Use the position estimates (direct/assisted) obtained from sample-based/path-based measurements to determine velocity or mobility class of UE
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