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Introduction
[bookmark: _Hlk111120272]In RAN#116 meeting, the following agreements, conclusions, and working assumptions were adopted regarding AI/ML based CSI Compression . 
Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 4, adopt Table 1 used in Rel-18 as starting point with the following additions:
	• Description of model input/output and use case
		– Methods to handle rank adaptation (if applicable)
Agreement
• For the results template used to collect evaluation results for AI/ML-based CSI compression using localized models, adopt Table 1 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
• Dataset description
	– Local region modelling: e.g., Option 1 or Option 2, and further details
	– Temporal modelling: e.g., how temporal variation is modelled in train and test sets
	– Dataset description for generalized model
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· [bookmark: _Int_wtkwzHlF][bookmark: _Int_DFt6SyLP][bookmark: _Int_6VDM8FKL]Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· [bookmark: _Int_2AVhXVg8][bookmark: _Int_yC09nwfV]Interoperability and RAN4 / testing related aspects.
· Feasibility.
[bookmark: _Hlk510705081]Discussion
2.1 Evaluation
In the previous meeting of RAN1, there was an agreement to classify the AI/ML based CSI compression use-case into six different sub-categories. 
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	[bookmark: _Int_iZVtg0mI]Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



In the previous meeting, it was agreed to focus on a subset of use-cases for temporal compression of CSI. Case-2/ Case-3 and Case-4 had the consensus among the companies. 

I) Spatial-Temporal-Frequency CSI Compression (Case-1/2/5)
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I-B) AI/ML based CSI Compression plus Prediction (Case-3/4)
This use-case has more interests among the companies in the previous meetings. In this case, these are the possible sub-use cases:
1. 	Joint CSI Prediction plus Compression 
2.   Separate CSI prediction followed by CSI Compression
1. UE Side: CSI Prediction + CSI Generation ; NW Side: CSI Reconstruction 
2. UE Side: CSI Generation; NW Side: CSI Reconstruction + CSI Prediction 
Proposal-1: In case of Case-3 and Case-4 based CSI compression, study the effects of having a separate prediction module versus compression plus prediction module at the UE side.
It was also discussed that in case of rank adaptation in Case-3 and Case-4 use cases, there is no past CSI in that scenario. Consider methods to solve this issue with great detail.  Consider the possibility of using an AI/ML based LCM procedure or a  rank specific model for the same. 
Proposal-2: Study methods to model the absence of past CSI in the case of rank adaptation in Case-3 and Case-4 based CSI compression.
2.2 Inter-vendor training collaborations
In the last meeting, the following agreement was reached with regards to solve the inter-training collaboration problems,
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
The above agreement aims to keep a standardized model/ data framework such that multi-vendor confusion/ interoperability complexity can be avoided. In the case of an AI/ML model for CSI compression the following entities are present in every model: encoder model, decoder model and the latent vector. 
In most cases, the CSI generation part is standardized. This may be because of how the model can be used for reconstructing payloads from various CSI generation models at the UE side. This can also be thought of finding the significance whether the CSI generation model or the CSI reconstruction model is essential in the process. If the CSI encoder model is the main part in the compression process, the CSI decoder model can be a simple yet effective approximation to reconstruct the CSI.
Proposal-3: In case of standardized model, down-selection on which part of the model is to be needed. The decoder is expected to be started with for model standardization. 
In the case of option 1, there may be a concern that the standardized model may be complex for a particular vendor. In that case, there can be a sub-division of classifying models under like the floating-point precision accuracy of the model parameters. It can ensure that the same model is being deployed with different precision with varying performance.
Proposal-4 : In terms of Option 1/3 for specifying model structure, consider the following aspects: 
1. Model architecture 
2. Number of layers 
3. Hyper-parameters
4. Quantization method 
Proposal-5: Consider the possibility of using model-ID based standardized model for the same architecture with different configurations. 

In CSI compression use-case, most architectures in literature are either CNN based, or transformer based. Therefore, we have a clear idea of what kind of architecture needs to be selected. In the case of a reference model structure, the number of convolution layers, the number of filters, the number of residual layers needs to be analyzed before standardizing. In parameter exchange between NW side and UE side, the training type must be fixed along with it. 
The model is initially identified and selected initially from a family of models. Finally, the model parameters are transferred from the selected model. This can be applicable for Type-2 sequential training. 
Proposal-6: The model parameter exchange between the UE side and the NW side should be specified after the model identification and selection process. 
In option-4, standardized data along with dataset exchange has been agreed. This can be suitable for AI/ML based Type-3 model  training . There needs to be a clear distinction between UE-first training and NW-first training.  
Proposal-7: Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal-8:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Sharing meta information with respect to the model like the quantization information, codebook information can be useful in assisting the other side for building an effective model. 
Proposal-9: In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantization codebook name or its properties (size, feature length). 
Proposal-10:  In case of Type-III UE first raining, train the CSI reconstruction model with the knowledge of UE specific codebook. 
	
Conclusion
The following observation proposals are made in this contribution: 
Proposal-1: In case of Case-3 and Case-4 based CSI compression, study the effects of having a separate prediction module versus compression plus prediction module at the UE side.
Proposal-2: Study methods to model the absence of past CSI in the case of rank adaptation in Case-3 and Case-4 based CSI compression.
Proposal-3: In case of standardized model, down-selection on which part of the model is to be needed. The decoder is expected to be started with for model standardization. 
Proposal-4 : In terms of Option 1/3 for specifying model structure, consider the following aspects: 
· Model architecture 
· Number of layers 
· Hyper-parameters	
· Quantization method 
Proposal-5: Consider the possibility of using model-ID based standardized model for the same architecture with different configurations.
Proposal-6: The model parameter exchange between the UE side and the NW side should be specified after the model identification and selection process. 
Proposal-7: Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal-8:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Proposal-9: In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantisation codebook name or its properties (size, feature length). 
Proposal-10:  In case of Type-III UE first raining, train the CSI reconstruction model with the knowledge of UE specific codebook. 
4 References
[1] 3GPP TR 38.843: V18.0.0
[2] [bookmark: _Int_FmdPMHi4]R1-2403504 - RAN1 #116 Final summary for Additional study on AI/ML for NR air interface: CSI compression
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