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Introduction
[bookmark: _Hlk111120272]In RAN#116 meeting, the following agreements, conclusions, and working assumptions were adopted regarding CSI prediction. 
Agreement
[bookmark: _Int_CnY8CmCF]For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: additional EVM and corresponding template to collect the results can be updated.

Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non-AI/ML prediction. 
· [bookmark: _Int_0c2RtmJY]Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 

Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 

Conclusion
		For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.
Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.
Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.

Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.
Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.
[bookmark: _Hlk510705081]Discussion
[bookmark: _Int_exXkaUhP]The general architecture of AI/ML based CSI prediction consists of an AI/ML prediction model at UE side. In the Rel-18 study item, historic channel matrices and eigen vectors were considered to be input to the model. Companies submitted results for both channel matrix and eigen vector-based prediction, with the channel matrix showing superior performance over eigen vector-based prediction. But in the previous RAN1 #116 meeting, there were new sub-use cases in AI/ML based CSI compression. It included CSI prediction along with CSI compression. Therefore, we believe that there can be a common input moving forward.


Proposal-1: In our view, eigen vector to be considered as the input of the AI/ML model. This is in alignment with CSI compression, which has a use-case for CSI prediction followed by compression at UE side.
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										Fig 1: Illustration of AI/ML based CSI prediction

In the evaluation of CSI prediction in Rel18, the CSI instances were assumed to be periodic in nature. The time gap between successive samples were assumed to be the same. For future time instances corresponding to the predicted CSI(s), UE does not need to receive CSI-RS and perform reporting. Therefore, in the longer term to move away from periodic reporting, we need to study the mechanism of aperiodic / semi-persistent based CSI report.

Proposal-1: Study semi-persistent or aperiodic based report for AI/ML based CSI prediction.
In the evaluation of CSI prediction, the lack of performance gain of AI/ML based methods over traditional methods were highlighted. This was a crucial reason as to why the topic has not received a consensus for further proceeding. 
In that aspect consider the effect of pre-processing like (2D-DFT) which converts the channel matrix from spatial-frequency dimensions to angular-delay dimensions. The sparsity of channel in a different domain can be exploited to get leverage in this scenario.
Proposal-2: Study the effect of pre-processing techniques to exploit sparsity better in the evaluation of CSI prediction. 	

2.2 Data Collection
	In the case of any AI/ML based task, the quality of data is essential for the task. In terms of CSI, quality can be achieved in terms of granularity in frequency resources used, CSI instances measured, UE speed, antenna configuration etc. There is a general understanding that the model is trained offline with data collected. In terms of model finetuning, there needs to be additional data in real-time for updating the parameters of the model for the current channel conditions. 
In those cases, there needs to be a signalling for data collection. Assuming that the data for finetuning is happening on demand, there needs to be a procedure for it.
Proposal-3: Study signalling for data collection for CSI prediction in case of model finetuning. 
In this case, assign the additional data collected with a unique label for identification. Consider labelling the collected data with information with regarding to UE speed or any LSP.
Proposal-4: Consider Dataset-ID based categorization for additional data collected for finetuning process.
2.2 LCM Aspects
	Proposal #3.3-A (closed):
For UE-sided model based CSI prediction, focus first on functionality-based LCM. 
· FFS: Model-based LCM.



Functionality based LCM can be performed as 
· The NW can be informed about available AI/ML functionalities through the existing UE capability framework. 
· The NW identifies the specific AI/ML functionalities that can be supported and configured for the UE.  
· After the functionalities are identified, the UE can report to NW about which of the configured or identified functionalities are applicable for its current conditions and requirements. 
· Based on the reported UE capabilities and conditions, the NW can then use signalling to indicate to the UE various LCM actions, such as: 
1. Activation/Deactivation of the selected functionality  
2. Switching between different AI/ML functionalities 
             3.     Fallback to a default or alternative functionality 
[bookmark: _Int_T3Liq13s]Proposal-5: In functionality based LCM for UE-sided - model based prediction, consider the existing UE capability report for send AI/ML functionalities.
Proposal-6: Study the various AI/ML functionalities which is applicable for AI/ML based CSI prediction.

In case of model monitoring the following was agreed.
	Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric



	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
-	Type 1: 
-	UE calculate the performance metric(s) 
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculate the performance metric(s) 
-	UE report performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 




The following table discusses the various monitoring types and their pros/cons aspects. 
	Monitoring Types
	Pros
	Cons

	
Type-1
	· Less resource overhead compared to Type-2 based monitoring method.
· Performance metric output can be calculated 
	
Performance monitoring output is not the 

	
Type-2
	· Method to transmit ground truth and predicted CSI can be done using legacy mechanism
· Detailed information is shared to make a decision 
	Large overhead of resources to transmit the CSI

Not accurate compared to Type-I 

	
Type-3
	· Less resource overhead compared to Type-2 based monitoring method.
· NW makes decision based on the metric transmitted by the UE
	
Signalling for sending performance metric needs to be identified.





For Type-1 based monitoring, the UE may report the performance monitoring output to the NW, which makes the decision for further action. 

For Type-II based monitoring the UE reports the predicted and the corresponding ground truth to the NW. In this case, the NW calculates the performance metric based, and the NW makes a decision on whether functionality fallback to legacy mechanism and/or model-based switching/update. In this case, there is no guarantee that the performance monitoring metric is accurate as the true and predicted values are subjected to quantisation and send to the NW. There is also a concern for the reporting as the format and type of the CSI ground truth is not agreed. 
For Type-III based monitoring, the UE calculates the performance monitoring metric and sends to the NW side. This prompts the NW to make a decision. The performance metric can be an instantaneous value or averaged over several inference operations. Is the performance metric a numerical quantity like SGCS, and the performance monitoring output is a soft bit representation/ categorical representation of the same. 

Proposal-7: In our view, the performance monitoring metric and performance monitoring output needs to be clarified. Is the latter the output/decision made from the former needs to be clarified.
Proposal-8: In terms of specification impact with regards to various monitoring types, we propose the following:  
· [bookmark: _Int_Q8vahVFo]	Type-I based monitoring   : 
· Signalling to report the monitoring output to the NW side.
· NW based LCM configuration for further action 
· 	Type-II based monitoring : 
· Format for ground truth and predicted CSI.
·  Reporting instance of ground truth and predicted CSI
· 	Type-III based monitoring: 
· Signalling to report the monitoring metric to the NW side.
· NW based LCM configuration for further action 

Conclusion
The following proposals are made for this contribution: 
Proposal-1: In our view, eigen vector to be considered as the input of the AI/ML model. This is in alignment with CSI compression, which has a use-case for CSI prediction followed by compression at UE side. 

Proposal-2: Study semi-persistent or aperiodic based report for AI/ML based CSI prediction.
Proposal: Study the effect of pre-processing techniques to exploit sparsity better in the evaluation of CSI prediction. 
Proposal-3: Study signaling for data collection for CSI prediction in case of model finetuning.
Proposal-4: Consider Dataset-ID based categorization for additional data collected for finetuning process.
[bookmark: _Int_45C5yzrj]Proposal-5: In functionality based LCM for UE-sided  modelrediction, consider the existing UE capability report for send AI/ML functionalities.
Proposal-6: Study the various AI/ML functionalities which are applicable for AI/ML based CSI prediction.
Proposal-7: In our view, the performance monitoring metric and performance monitoring output need to be clarified. Is the latter the output/decision made from the former needs to be clarified.
Proposal-8: In terms of specification impact with regards to various monitoring types, we propose the following to be studied, 
· [bookmark: _Int_Q8vahVFo1]	Type-I based monitoring   : 
· Signalling to report the monitoring output to the NW side.
· NW based LCM configuration for further action 
· 	Type-II based monitoring : 
· Format for ground truth and predicted CSI.
·  Reporting instance of ground truth and predicted CSI
· 	Type-III based monitoring: 
· Signalling to report the monitoring metric to the NW side.
· NW based LCM configuration for further action 
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