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1 Introduction
A RAN1-led study item has been agreed in RAN#102 for channel modeling for sensing, with the following objectives [1]
	[bookmark: _Hlk155551280]The focus of the study is to define channel modelling aspects to support object detection and/or tracking (as per the SA1 meaning in TS 22.137). The study should aim at a common modelling framework capable of detecting and/or tracking the following example objects and to enable them to be distinguished from unintended objects:
· UAVs
· Humans indoors and outdoors 
· Automotive vehicles (at least outdoors)
· Automated guided vehicles (e.g. in indoor factories)
· Objects creating hazards on roads/railways, with a minimum size dependent on frequency

All six sensing modes should be considered (i.e. TRP-TRP bistatic, TRP monostatic, TRP-UE bistatic, UE-TRP bistatic, UE-UE bistatic, UE monostatic). 

Frequencies from 0.5 to 52.6 GHz are the primary focus, with the assumption that the modelling approach should scale to 100 GHz. (If significant problems are identified with scaling above 52.6 GHz, the range above 52.6 GHz can be deprioritized.)

For the above use cases, sensing modes and frequencies:
· Identify details of the deployment scenarios corresponding to the above use cases.
· Define channel modelling details for sensing using 38.901 as a starting point, and taking into account relevant measurements, including:
a) modelling of sensing targets and background environment, including, for example (if needed by the above use cases), radar cross-section (RCS), mobility and clutter/scattering patterns;
b) spatial consistency.

It will be discussed at RAN#105 whether to include additional study beyond channel modelling for ISAC.



At RAN1 #116bis, the following agreements were made related to ISAC channel modeling: 
	Agreement
[bookmark: _Hlk166202359]The following cases of radio propagation in the target channel are considered for the study

	Case
	Tx-target 
	Target-Rx 

	1
	LOS condition
	LOS condition

	2
	LOS condition
	NLOS condition

	3
	NLOS condition
	LOS condition

	4
	NLOS condition
	NLOS condition



· Case 1/2/3/4 can be considered for bistatic sensing mode
· At least Case 1/4 can be considered for monostatic sensing mode
· Note: It doesn’t imply the channel response for each link is separately generated then concatenated
· FFS how to determine LOS condition and NLOS condition, e.g., based on LOS probability, or determined based on geometrical locations of environment object (EO).
· In LOS condition, line of sight ray(s) are present between Tx/Rx and target, and there may or may not exist non-line of sight ray(s) between Tx/Rx and target too
· In NLOS condition, there only exist non-line of sight ray(s) between Tx/Rx and target

Agreement
· In the target channel between Tx and Rx, scattering of a sensing target can be modelled as single scattering point or multiple scattering points 
· FFS one or multiple incoming/output rays corresponding to a scattering point
· FFS how to select single or multiple scattering points for the target, e.g. depending on the distance between target and Tx/Rx, size/shape of target, etc.
· Note: the sensing target can be assumed in far field of sensing Tx/Rx.
· FFS details to model the single or multiple scattering points

Agreement
RCS of a physical object shows dependency to at least the following factors: 
· Type of the object
· The size of the object
· The material of the object
· The shape of the object
· Orientation of the object
· FFS: Distance between Tx/Rx and the object
· The incident angle and scatter angle
· The carrier frequency
· polarization of the transmitter and receiver
· FFS Temporal or spatial consistency
· FFS antenna pattern
· FFS whether/how to model the above factors in the CR, e.g. with an RCS model with a scattering point

Agreement
EO is a non-target object with known location. 
· FFS other known parameters of the EO
· FFS details on EO modeling
The following options for EO modeling are considered for further study 
· Option 1: EO is modelled different from a sensing target 
· Applicable at least for an EO having extremely large size (referred as EO type-2 for discussion purpose) 
· FFS modeled similar to section 7.6.8 ground reflection in TR 38.901
· FFS EO modeling impacts the target channel and/or the background channel
· Option 2: EO is modeled same/similar as a sensing target
· Applicable for an EO having comparable physical characteristics as a sensing target, (referred as EO type-1 for discussion purpose)
· FFS Applicable for EO type-2
· FFS EO modeling impacts the target channel and/or the background channel
· Option 3: EO is modeled and its location is determined from a stochastic clutter generated following the cluster generation in TR 38.901
· FFS details
· Option 4: EO is not modelled
· Other options are not precluded
· Note: it is not precluded that multiple options can be supported in the channel modelling

Agreement
The following options are considered for further study to model the target channel for a target
· Option 1: modelled by concatenation of path(s) from Tx to target and from target to Rx
· Option 2: modelled by Tx-to-Rx path(s) satisfying Tx-target-Rx geometry
· Option 3: combination of Option 1 and Option 2

Agreement
If a target is modelled with single scattering point, the following options to model RCS of the target are considered for further study. 
· Option 1: Random RCS value generated by a statistical distribution, depending on the factor(s) having impacts on the RCS modelling. 
· FFS the distribution. 
· FFS the factor(s) 
· Option 2: Deterministic RCS value is defined by a function and/or a table, depending on the factor(s) having impacts on the RCS modelling 
· Note: Constant RCS for a target type can be a special case of Option 2
· FFS the factor(s)
· FFS details of function and/or table
· Option 3: combination of Option 1 & 2, e.g., RCS value is generated by combining a deterministic component and a randomly generated component.
· FFS application of each option to large scale fading and/or small scale fading
· FFS target with multiple scattering points

Agreement
· Interested companies are encouraged to submit validation results together with their proposal for ISAC channel modeling
· Up to each company to select the way for validation
· Option 1: Experimental results
· Option 2: Experimental results to validate a ray-tracing model, then the ray-tracing based results to validate the ISAC channel model
· Note: the layout of the scenario used for validation is up to company choice

Agreement
ISAC channel model for link level simulation is to be discussed after the system level channel model is sufficiently stable with basic functionalities. 



At RAN1 #116, the following agreements were made related to ISAC channel modeling: 
	[bookmark: _Hlk160045944]Agreement
The common framework for ISAC channel model is composed of a component of target channel and a component of background channel, 

· Target channel  includes all [multipath] components impacted by the sensing target(s). 
· FFS details of the target channel 
· Background channel  includes other [multipath] components not belonging to target channel
· FFS details of the background channel
· FFS whether/how to model environment object(s), i.e., object(s) with known location, other than sensing target(s)
· FFS whether/how to model propagation path(s) between the target(s) and the environment object(s)
· FFS whether/how to model propagation path(s) between the target(s) and the stochastic clutter(s) 
· Note: the notation HISAC can be revised later if needed


The expected output is the modifications to TR38.901 for sensing aspects of channel modeling, to be completed in RAN#108 (June 2025), after 8.5 TUs of RAN1 work spanning 9 RAN1 meetings from RAN1#116 (current meeting) through RAN1#121 (May 2025). In this contribution, we discuss approaches towards this goal. The contribution is organized and summarized as follows:
· Section 2.1: High level overview of TR38.901, including the distinction between stochastic (or random) and physical (or deterministic) scatterers
· Section 2.2: Identifying sections of TR38.901 to focus on for the study. We propose focusing on extending Section 7 of the TR (currently mostly based on stochastic scatterers) to include physical scatterers, rather than the more complex ray-tracing approach in Section 8 of the TR. Within Section 7 of the TR, we propose to defer the calibration (7.8) and link-level TDL/CDL models (7.7) to at later point in the study; and focus first on the basic flow (7.5). We summarize the more advanced modeling components (7.6.1-12) and propose to use some ideas from these in establishing the basic flow, and then prioritizing and working on extending these advanced components to include physical scatterers.
· Section 2.3: Deployment scenarios for the use-cases. We propose to focus on reusing existing scenarios (UMi, InF etc) first, and then consider any specific extensions or new scenarios only if they are really needed over and above the existing ones, for the use cases to be covered. Details of properties and dropping rules for the physical scatterers need to be added; some may be scenario-specific, others may be common. More details of the object properties are described in Section 3.
· Section 2.4: Channel model with physical scatterers: Single point object. We assign the ‘point object’, or ‘scatter-point’, a location, velocity, LCS (to model its orientation relative to GCS), and a channel gain-function G(.) which is a function of incoming and outgoing azimuth and elevation angles in the LCS. Then we add coupled physical clusters to each of the two hops - from Tx to object and from object to Rx. Each hop is assigned an LoS state based on legacy 38.901, and the physical clusters are generated only if at least one of the hops is in LoS state. The overall contribution to the channel impulse response from these two coupled hops is obtained via cascading (gain multiplication including angle-dependent gain-function, and delay addition).
· Section 2.5-2.7: Multiple and/or large objects, spatial consistency, and monostatic sensing. For multiple point objects, repeat the same procedure on each point object, and deprioritize modeling physical paths bouncing via more than one object, or add simple modeling where only the direct (LoS) paths are modeled on each hop. Large objects can be modeled via multiple point objects with separate gain-functions. Spatial consistency procedures are executed separately per hop. Physical cluster modeling for monostatic sensing should be a special case of bistatic sensing when Tx and Rx are placed close to each other, at least when spatial-consistency is enabled, or alternatively some explicit forcing of consistent parameters (e.g., LoS state) is needed for the Tx-to-object and the object-to-Rx hops. Additional modeling of direct Tx-to-Rx path is needed for monostatic sensing, that includes pathloss formulas for short distances and modeling of Tx-to-Rx isolation. 
· Section 3: Object-model types, RCS and mapping to scenarios. This section describes different types of simplified modeling of physical objects, and how the notion of RCS can be captured using this modeling.
2 Channel modeling
2.1 Overview of TR38.901
The SID [1] notes that TR38.901 is used as starting point, and the end deliverable is the extension to this TR. To this end, we begin with an overview of this TR. We will need to frequently refer to different sections of this TR in this contribution, which we will do by the notation “TR-Sec. X.Y”. In contrast, “Section M.N” refers to a section in this contribution as opposed to in TR38.901.
The channel modeling description in TR38.901 is mainly covered in two sections, describing two different modeling approaches: TR-Sec. 7 (“Channel model(s) for 0.5-100 GHz”) and TR-Sec. 8 (“Map-based hybrid channel model (Alternative channel model methodology)”). Both these approaches share a common framework for Coordinate system (TR-Sec. 7.1), Scenarios (TR-Sec. 7.2), and Antenna modeling (TR-Sec. 7.3). The generation of the final channel coefficients is described in TR-Secs. 7.5 and 8.4 respectively, each containing several intermediate steps, many of which are similar across the two sections. 
The key difference between TR-Secs. 7 and 8 is that all the NLOS clusters/rays in TR-Sec. 7 are stochastic (referred to as ‘random clusters’ in TR38.901), while TR-Sec. 8 also includes deterministic or ‘physical’ clusters. For stochastic clusters, cluster-specific parameters such as delay and angle of arrival and departure are not associated or consistent with reflection or other interaction with any specific physical scatterer. They are instead derived from random variables drawn according to distributions described in the TR38.901. TR-Sec. 7.4 specifically describes the scenario-specific distributions for pathloss, LoS probability, shadowing, and out-to-in penetration loss, which are involved in computing the cluster parameters. For the physical/deterministic clusters on the other hand, the cluster parameters are based on interactions with actual physical objects (this is why TR-Sec. 8 does not have a sub-section equivalent to TR-Sec. 7.4). The modeling of these interactions, described in TR-Sec. 8, involves importing of a digital map and using ray-tracing to compute the cluster angles, powers, and XPRs (cross-polarization ratios). The ray-tracing calculations are described at high level for different types of interactions (reflection, diffraction, etc), along with citations of references for the details. These physical clusters are then merged with the stochastic clusters that are generated by a procedure similar to TR-Sec. 7. The remaining steps are somewhat similar at least at high level in both TR-Secs. 7 and 8, with some differences in detail, caused by the merging process, e.g., removal of stochastic clusters that have very similar timing as deterministic clusters. The high-level procedural flow diagrams in the TR are copied in Figures 1 & 2 for reference.
TR-Sec. 7 also has three subsections 7.6, 7.7, and 7.8 which don’t have analogues in TR-Sec. 8. 
· TR-Sec. 7.6 consists of multiple sub-subsections 7.6.X covering various specialized/more advanced modeling components such as oxygen absorption, blockage, spatial consistency, etc. Some of these components, such as large bandwidth/antenna array (7.6.2), are implicitly included in the description in TR-Sec. 8.4. Other components such as blockage (7.6.4) might be considered as having already been modeled by the ray-tracing in TR-Sec. 8. Yet other components such as time-varying doppler (7.6.6) and UT rotation (7.6.7) have not been explicitly addressed in TR-Sec. 8. 
· TR-Sec. 7.7 describes CDL and TDL channels and their MIMO extensions. These channels are used for link-level as opposed to system-level simulations. Parameters such as cluster delays and powers that were derived from the procedure in TR-Secs. 7.4, 7.5 for system level simulations, are instead ‘hard-coded’ into tables for these channels. Further the TDL channels have only 1 path per cluster with fading on each path evolving independently according to the classical Jakes spectrum, instead of based on constructive/destructive interference from the multiple rays within the cluster as in CDL channels.
· TR-Sec. 7.8 describes the calibration process used during the development of TR38.901. It includes the scenarios that participating companies simulated according to the TR, the metrics they reported from those simulations, and references to the documents/contributions carrying the results across companies.



Figure 1: Channel model flow from 38.901 Section 7


Figure 2: Channel model flow from 38.901 Section 8
2.2 Identifying sections of TR38.901 to focus on for the study
To meet the SID requirements for sensing, we could consider each section of the TR38.901 and study how it needs to be extended. However, not all the sections have been equally studied/simulated in previous studies. Also, not all of them are equally relevant for sensing. Hence, we propose:
Proposal 1: Identify and prioritize sections of TR38.901 that the study should focus on. 
Specifically, TR-Sec. 8 has never been simulated/calibrated earlier. At first glance it may seem a good fit to develop for sensing, since it models the interactions with physical objects, which is the essential new component required for sensing relative to all the previous studies. However, note that the ray-tracing procedure and equations are not described explicitly as in TR-Sec. 7 but only referred to at very high level. Ray-tracing software is commercially available, but different implementations may have different variations in details of the modeling. For RAN1 study, we would need to agree on a format for the digital maps, spell out all the equations in detail, and then simulate and calibrate the resulting model. Instead, it is much easier to extend TR-Sec. 7 to include simplified models of physical objects in the scenario/layout and simplified equations showing interactions of rays/clusters with those models. 
A rough analogy may be drawn with the absolute delay modeling (TR-Sec. 7.6.9) that was required for Rel-17 positioning study: Upon realizing the limitation of the previous Rel-16 model, namely that the LOS specular ray arrived at the same time as the first cluster, the only change needed to address the limitation was to add a parameter  that offsets the arrival time of all the clusters from the distance-based LOS ray arrival time. Similarly, TR-Sec. 7 has the limitation of not modelling interaction with physical objects. While addressing this will not be as simple as adding just one new parameter, it will still be considerably simpler than ray-tracing, and can reuse many of the concepts already well-developed in TR-Sec. 7, as we will elaborate in the rest of this contribution.
Observation 1: Map-based hybrid channel model (Section 8 in TR38.901), involving importing digital maps and ray-tracing, has not been studied or calibrated earlier.
Proposal 2: Focus on extending Section 7 in TR38.901 for sensing, by adding simplified models of physical objects and clusters of rays that interact with these objects.
TR-Sec. 7.7 on CDL & TDL models is typically used for standalone link-simulations, e.g., for evaluating link-performance of communication channels (e.g., PDCCH BLER, etc). These are usually single-link/point-to-point (e.g., gNB-to-UE) simulations, which include detailed modelling of receiver processing, such as channel estimation (thus accounting for error in this estimation), LDPC/polar decoder, etc. For sensing studies, we will still need to model channel estimation at the receiver using the sensing waveform, but single-link simulations will not be sufficient. We can again draw an analogy to positioning studies that began in Rel-16: UE must receive PRS from multiple gNBs (or send SRS to multiple gNBs) to obtain UE position. Sensing is closely related to positioning, in that similar measurements needed for positioning can be reused for sensing, but with different algorithms that compute the target object properties (e.g., position, velocity) instead of the UE position. Thus, just as in Rel-16 positioning, the ‘standalone/link-level’ CDL/TDL channels can be deprioritized. Note that RAN4 positioning simulations did use TDL channels, but any potential extensions needed for sensing will be fairly simple relative to the main RAN1 SI task, and can be handled later, in the performance study phase. Note that at RAN1#116bis it is already agreed to defer the modelling for link level simulation to after the system level modelling is sufficiently stable with basic functionalities. 
Proposal 3: Defer extension of TDL/CDL channels (Section 7.7 in TR38.901) for sensing until when needed later in RAN4 performance studies.
To extend TR-Sec. 7.8 on model calibration, we need to consider which sensing-specific metrics should be used for calibration, for which, more fundamentally we need to identify the purpose of this calibration. There are two broad purposes: (1) to refine the model itself, e.g., by recommending specific values and/or distributions of hyperparameters defined in the model, potentially by aligning them to real-life measurements conducted by RAN1 participants or in the literature; and (2) to facilitate reasonable alignment across companies in the outcomes of any sensing performance studies (which may be added to the SI at the RAN#105 checkpoint, and/or in future beyond Rel-19). The model-refinement can of course only be considered once we have some more progress on the model itself in the RAN1 SI. For the performance study alignment, the most direct way is to perform the study and confirm the level of alignment, and we believe this is a strong motivation to include at least some performance study in Rel-19 itself, as a validation that the model is indeed usable. In this case, no explicit calibration result may be necessary to capture in TR38.901; instead the documents capturing the performance study (e.g., a separate TR output at the end of the SI) suffice to meet the goal of calibration. If performance study is not included in Rel-19, then some ‘intermediate’ calibration metrics (e.g., TOA estimation accuracy of the target and non-target objects) could potentially be defined. However, the value of such a calibration needs to be carefully considered: The calibration in TR-Sec7.8 was very essential as it was the foundation for all of 5G studies. With the simplified modeling proposed in Proposal 2, depending on the details, such calibration may possibly be of more limited value.
Proposal 4: Defer detailed model calibration discussion until more progress has been made on the modeling. 
The additional modeling components in the subsections of TR-Sec. 7.6 are for specialized situations, and so it is natural that in general they be treated later/with lower priority than the basic modeling of TR-Sec. 7.5. The complete list of the subsections, and high-level description of each component is as follows:
1) Oxygen absorption: This adds frequency-dependent additional loss to all clusters, using FFT/IFFT to account for intra-channel frequency-dependence for large channel bandwidths.
2) Large bandwidth and large antenna array: This uses per-ray rather than per-cluster delays and powers, with formula-based rather than fixed number of rays per cluster, and random rather than table-based fixed per-ray angle offset relative to cluster angle. 
3) Spatial consistency: 
· TR-Sec. 7.6.3.1 has spatial correlation, i.e., correlation between random variables used to calculate channel parameters for channels to/from spatially close locations. 
· TR-Sec. 7.6.3.2 has spatially consistent mobility via two different procedures. Procedure-A has equations updating cluster delays, angles, and powers as a function of time based on assumed mobility/velocity. Procedure-B uses generation of separate  channels along the mobility path, with some modifications in the generation procedure to ensure continuity of cluster parameters along the mobility path. Neither of these procedures include large-scale mobility (e.g., across multiple cells) that would require addition and deletion of paths/clusters, or change of indoor/outdoor state.
· TR-Sec. 7.6.3.3 describes spatial correlation for LoS and indoor/outdoor state, including a soft-LOS parameter to avoid channel discontinuity along the mobility path due to sudden switch of LoS state.
· TR-Sec. 7.6.3.4 has conditions of applicability of the procedure to different channel parameters, including whether the correlation is only for links to co-sited gNBs or for all links, and cases where correlation is not used.
4) Blockage: This adds ray-angle-dependent additional attenuation for rays that suffer blockage. The attenuation formulas are based on the ray having to undergo diffraction around the blocker instead of going through it. There are two models – in model A, blocking affects rays with angle of arrival within certain angular regions (which are fixed in LCS for self-blocking, and defined in GCS based on some random variable realizations for non-self-blocking). In model B, physical rectangular 2D screen blockers are placed in the scene and attenuate all paths from Tx to Rx; the attenuation depends on whether the path is LoS or NLoS and on the relative locations of the Tx, Rx, and blocker.
5) Correlation modelling for multi-frequency simulations: Parameters across the frequencies may be either the same or independently generated, and in the latter case, they may be functions of frequency. This section identifies which approach is to be used for which parameters. In particular, cluster angles and delays are identified as to be same across frequencies, which may be inconsistent with TR-Sec. 7.5 in cases where delay and angular spreads are functions of frequency. Hence, an alternative approach to generate these parameters is described in the subsection TR-Sec. 7.6.5.1. 
6) Time-varying doppler shift: The velocity-related per-ray phase is generalized from a linear ramp in time (with slope = per-ray doppler speed, i.e. dot-product of ray direction with velocity vector), to an integral of the instantaneous per-ray doppler speed over time.
7) UT rotation: This is simply mentioned as an additional parameter besides UT velocity. Note that the velocity to be used for Doppler/fade calculations is the velocity of the antenna, which can be treated as a composite of the linear and rotational velocities, so no new modelling equations may be needed. However, TR38.901 does not address different velocities for different antennas/panels, which is possible with UT rotation, although it should likely be supportable just by adding an antenna-index as subscript/superscript for the velocity variable.
8) Explicit ground reflection model: In addition to the LOS ray, this adds a ground-reflected ray with delay and angle consistent with the geometry of reflection. The amplitude of this ray is determined by Snell’s law using material properties (permittivity etc) as a function of ground material and frequency, to capture the fact that some part of the energy would be refracted into and thus absorbed by the ground and only the rest would be reflected back.
9) Absolute time of arrival: This adds a lognormally distributed parameter  that offsets the arrival time of all the clusters from the distance-based arrival time of the LOS ray.
10)  Dual mobility: TR-Sec. 7.5 defines a channel between two nodes, only one of which is mobile, with velocity that is used to compute doppler/fade-evolution. This section extends this to the case where both nodes and potentially the scatterers also can be mobile. Since scatterers are all stochastic, the scatterer mobility is represented by a random variable that tries to capture the aggregate impact of mobility of multiple stochastic scatterers.
11)  Sources of EM interference: This uses appropriate sub-scenarios (e.g., clutter embedded, elevated Tx/Rx) for modelling channels between interferers and simulation nodes. Interference source characterization is beyond the TR38.901 scope. 
12)  Embedded devices: Adds additional enclosure-loss, modelled as a simulation parameter, either fixed or a value range or computed by some methodology similar to building-penetration loss. 
From this list, different components may need different kind and amount of treatment for sensing:
a) Some components such as oxygen absorption (7.6.1) may apply/extend very naturally and straightforwardly to the defined sensing model. 
b) Other components such as large BW/antenna array (7.6.2) may take some more effort but may not be critical for sensing studies: E.g., the SID primary focus is 0.5-52.6 GHz and given that none of the positioning studies in this band considered TR-Sec. 7.6.2, the motivation to study it for sensing is somewhat unclear. 
c) Some components may be particularly important for sensing. For example, spatial consistency is explicitly mentioned in the SID. Dual-mobility is important to address cases with mobility of 2 nodes (UE and object) and 3 nodes (two UEs and object). However, the modeling in TR-Sec. 7.6.10 already considers the case of 3 nodes (Tx, Rx, and scatterer). The extension for sensing is to change the scatterer velocity, from a random variable capturing mobility of multiple scatterers, to the specific velocity assigned to the specific physical scatterer. 
d) Components like blockage and ground reflection in fact model explicit interactions with physical objects, which is exactly what is needed for sensing. However they only consider very specific objects (rectangular screen and ground respectively), and need to be generalized. 

Proposal 5: Prioritize the modeling as follows:
a) Extension of the basic modeling (Section 7.5 of TR38.901) should be considered first. 
b) The advanced modeling components in subsections of Section 7.6 should then be prioritized relative to each other and considered in that order, focusing on components more important for sensing (e.g., spatial consistency and dual mobility). 
c) Approaches used in some of these components (e.g., ground reflection and blockage) may be reused with potential further extensions in order to achieve the extension of the basic Section 7.5 model to sensing. 

The channel coefficient generation in TR-Secs. 7.5 and 7.6 depends on input parameters generated following procedures in TR-Secs. 7.1-7.4. Here, the coordinate system definition (TR-Sec. 7.1) can be reused as is, with potentially additional LCS frames attached to physical scatterers as necessary. Similarly, the antenna modeling (TR-Sec. 7.3) can be reused as is. TR-Sec. 7.2 defines the scenarios (UMi, InF etc), and extending/reusing them will be discussed in the next section.
Proposal 6: Reuse coordinate system definition and antenna modeling of sections 7.1, 7.3 of TR38.901 without any changes.
2.3 Scenarios for sensing channel modeling
The SI aims at “a common modelling framework capable of detecting and/or tracking the following example objects”, where objects include humans indoor and outdoor, UAVs, AGVs, vehicles, and road/rail hazard objects. We observe that the scenarios that have been studied so far for communication and positioning already cover many of these situations: All the TR-Sec. 7.2 scenarios for humans, InF (indoor factory) for AGVs, highway (TR37.885) for vehicles and UAV channels (TR36.777) for UAVs. UE-to-UE channels have been modeled in TR37.885 for V2V and in 36.843 (Sec. A2.1.2) for non-vehicular UEs. A natural extension would be to define inclusion/dropping of physical scatterers within these scenarios, in much the same way that UEs are currently dropped into the scenarios. Once these objects are dropped in (extending the current TR-Sec. 7.2), their properties, locations and orientations can be input to the subsequent procedure extensions in TR-Sec. 7.4-5 that define how the rays/clusters interact with these objects.
There will likely be use-cases that cannot be easily addressed by existing scenarios. For example, railway intrusion detection is not explicitly covered by any existing scenario. However, we could still try to find a closest existing scenario and either reuse it directly or reuse it with some extensions. For example, the highway scenario with modifications of the vehicle dropping and vehicle size could potentially cover railway intrusion detection. Other use-cases that require completely new scenario development – such as environmental sensing (e.g., rainfall monitoring) were explicitly deprioritized during the RAN#102 discussions leading up to the SI, due to the additional effort in modeling them. We should strive to build a framework that can add new scenarios as needed - including some considerations for forward compatibility for even completely new scenarios (e.g., guesture recognition or environmental sensing). However, we should focus first on the scenarios that are already available. Modeling the ray interactions with the objects is a non-trivial part of the effort, and a lot of that modeling will be common across multiple scenarios. Hence that effort should not be kept waiting on the scenario development, and should begin with the existing scenarios.
Proposal 7: Reuse existing scenarios from TRs 39.901, 37.885, 36.777, and 36.843, and define modeling of physical objects (both sensing target(s) and non-target(s)) dropped into these scenarios. New scenarios may be defined only if specific use-cases are identified that cannot be covered by such reuse. Prioritize modeling of scatterers in existing scenarios over the design of new scenarios.
For easy reuse and extensibility, the object types should be decoupled as much as possible from the scenarios in which the objects are dropped, so that the same object type can be reused in different scenarios. The ground reflection modeling that is already covered in TR-Sec. 7.6.8 could be considered as an example of this, where the object is the ground, which exists in all terrestrial scenarios. We may define families of object types, and each scenario would just have to refer to which types to instantiate. The rectangular screen-blocker already modeled in TR-Sec. 7.6.4 could be one object type. Other types could be a ‘brick’ or rectangular parallelepiped blocker, or a reflector, etc. The reflector class could be a generalization of the ground reflector including parameters like size, shape, and orientation, and could then model walls, ceilings, or reflections from other objects. More detailed discussion of examples of these objects is covered in Section 3.
Proposal 8: Define families of object types, and allow reuse of object types across multiple scenarios.
As an administrative issue, we note that it would be nice to have TR38.901 as the central repository of all the scenarios developed, but based on history of LTE and NR development, the vehicular scenarios were developed in a separate TR37.885 as part of the V2X study, and similarly UAV scenarios were developed in TR36.777 as part of the LTE UAV study, and the same model was used in Rel-18 NR UAV work-item. The ISAC SI [1] calls for only TR38.901 updates as the final deliverable, but clearly the use cases of UAV and vehicles are also to be covered in the SI, which could potentially impact these other TRs as well. 
Note that UAVs are handled in an LTE-only (36-series) specification (although it was reused as-is by referencing it for Rel-18 NR work), whereas V2X is handled in a joint LTE+NR (37-series) specification. Thus, the approaches to handling the TR-editing for the sensing extensions may also be different across UAV and V2X. For UAVs, sensing is only considering NR, and the basic LTE UAV scenario definition anyway needs extension for bands beyond FR1. Thus, we could define a new NR UAV scenario in TRSec. 7.2, that leverages TR36.777 for FR1 (potentially with further minor changes if identified as beneficial for the sensing study) and extends it to FR2. The ‘existing scenarios’ referred to in Proposal 7 could then include new scenario, instead of referring to TR36.777.
For V2X scenarios, we could create a new subsection in TRSec. 7.2 that refers to TR37.885, describes the further changes needed, and then uses that for sensing. In this approach, the scenario description is split between two specifications (TR37.885 indicated by reference, and TR38.901). Alternatively, the scenario description/extension mentioned above can be moved from TR38.901 to TR37.885 instead, for which the SID has to be updated to add TR37.885 updates as an expected output of the SI. The channel modeling details (i.e., how to add the physical clusters) will still have to be described in TR38.901, so the overall description is still split across both the specifications. There does not seem to be a very strong motivation to prefer either of these approaches to the other, but given the need for updating the SID in the latter, we could avoid it and use the former approach instead. 
Proposal 9: Define scenarios for NR UAV study in TR38.901 that leverage TR36.777 for FR1 and extend it to FR2, and apply Proposal 7 to (re)use these scenarios instead of TR36.777 for sensing study.
Proposal 10: Define necessary extensions to TR37.885 scenarios for sensing in TR38.901, and use the resulting scenarios for sensing channel modeling described in TR38.901. 
2.4 Modeling of interaction with physical objects: Case of single point object 
2.4.1 Motivation: Ground reflection as an example large object modelled as a point
At a conceptual level, we can consider beginning with the legacy TR38.901 channel and then adding more rays/clusters that represent interaction with the physical objects, and/or modifying one or more parameters of one or more of the existing clusters to account for its interaction with the object. This is shown in Figure 3 below.
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Figure 3: Top level scheme for sensing channel model
The existing handling of LoS (TRSec. 7.5) and ground-reflection (TRSec. 7.6.8) can be seen as examples of this approach: We begin with the NLOS clusters first. Then for LoS (which represents “absence of object”), a LoS specular ray is added, and the arrival and departure angles of the first cluster are aligned with the LoS ray. Similarly for ground-reflection, another specular ray is added with angles consistent with the point of reflection on the ground. This is illustrated in Figure 4.
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Figure 4: Ground-reflection as a single scatter-point interaction.

Note that in the case of ground reflection, the ground can be considered as an object added to the scene. Although this is a very large object, only one point on this object (the point of reflection) is of interest for the channel model change needed. Determination of this point involves using the positions of the Tx and Rx node relative to each other and to the object (the ground). However, once this point is determined, the entire object can be replaced by a single point in space. This point must be associated with not just a location, but also with other properties describing how the reflection occurs. Specifically, it has an associated orientation, given by the normal axis to the ground, based on which we ensure the reflection obeys the Snell’s law (i.e., angles of incident and reflected ray, when measured relative to this normal, must be equal). It also has an associated reflection coefficient, which captures the fact that some of the power incident on the ground is absorbed into the ground and only some of it is reflected to the Rx. Further the reflected power depends on the material properties (such as permittivity, conductivity) of the ground, and also on the angle of incidence. Although these material properties are described in TRSec. 7.6.8 as properties of the ground (the large object), they can really be thought of as local properties of the object at the single point of interest on the ground at which the reflection happens. For example, if we imagine the ground surface as inhomogenous, e.g., consisting of concrete in certain parts and wood in other parts, then only the material properties of the ground material at the point of reflection would be used to determine the reflection coefficient. 
Thus, the existing ground reflection modeling is seen as abstracting an interaction with a large object into a description of a single point associated with a location, orientation, and material properties that describe the reflected ray amplitude and phase (note that the reflection coefficient is complex in general). A single point is simpler to characterize than a 2D or 3D object, and this conceptual simplicity motivates modeling other more complex interactions - refractions, diffuse reflections/scattering, etc -  also as interactions with a single point. We will use the term scatter-point to describe such points of interaction; note that this is the same concept that has been referred to as ‘scattering point’ in agreements from RAN1#116bis. The sensing channel modeling consists of instantiating rays/clusters that arrive at, interact with, and depart from the scatter-point. We describe the details of this process in the following subsections. For larger and/or more complex objects, we can treat them as a collection of scatter-points, as described later in Section 2.5.
The description of ground-reflection above appears to have an implicit assumption of bistatic sensing – the Tx and Rx are not collocated. However, this is not fundamental – for example, if both Tx and Rx are collocated on the normal to the surface (the red line in Figure 4), the same description continues to apply. When developing the sensing channel model, we will follow the same approach: We consider general locations for both Tx and Rx, which in general do not have to coincide, thus covering bistatic sensing, but also applying to monostatic sensing as a special case when these locations do coincide. Thus, most of the development is common to both monostatic and bistatic cases. Monostatic sensing does involve some additional unique aspects not present in bistatic cases, and these are addressed later in Section 2.7. Similarly, we will describe a generic Tx and Rx, which may each be a gNB or a UE, thus covering all the 6 sensing modes described in the SID. Illustrative figures may use icons of gNB for Tx and UE for Rx, but this is only representative and the figures apply to all 6 sensing modes in general, except if otherwise stated. 
2.4.2 Modeling interaction of rays/clusters with the scatter-point: The gain-function
We first need a procedure to determine whether the scatter-point contributes to the channel between the Tx and Rx of interest. Scatter-points very far from both Tx and Rx may end up contributing very weak paths. Hence, rather than compute them and then later prune them away due to their weak strength, we can simplify the procedure by applying distance-based threshold for whether the scatter-point contributes to the channel.
If the scatter-point contributes to the channel, the contribution can be generically described as receiving certain ray(s)/cluster(s) coming directly and/or indirectly from the Tx, and redirecting them towards the Rx (directly and/or indirectly) with some attenuation/gain. This results in one or more new multipath components whose properties (power, delay, angles of departure and arrival) are to be determined. Part of this determination involves determining for each pair of incoming ray and corresponding outgoing ray, the gain applied by the object (note that there could in general be multiple outgoing rays for each incoming ray). This can be described via an angle-dependent gain function G(φin,θin, φout, θout) which represents the gain that the scatter-point applies to a ray arriving at it along (azimuth, zenith) direction (φin,θin) and leaving it with (azimuth, elevation) angle (φout,θout), where all the angles are in an LCS frame attached to the scatter-point. The orientation of this LCS relative to the GCS is chosen as part of the object dropping procedure (analogous to choice of UE orientation in TR38.901). This model could serve as an abstract model of many different electromagnetic interactions, as shown in Figure 5: 
A) Pass-through with attenuation (similar to blockage modeling in TRSec. 7.6.4): 
B) pass-through with changed angle (refraction - like a prism)
C) reflection (similar to ground-reflection in TRSec. 7.6.8, but for reflection from any surface)
D) combinations of the above – e.g., both reflection and refraction, 
E) diffuse reflections and/or refractions, and 
F) potentially easy future extensions to study of reflective intelligent surfaces (RIS), since the gain function G(.) can allow amplification as well as attenuation.
Note that in cases A,B, and C, each incoming direction (φin,θin) is associated with only one unique outgoing direction (φout,θout). The gain is nonzero only for quadruplets (φin,θin, φout, θout) in which the (φout,θout) is thus associated with the (φin,θin); the gain is set to zero in all other cases. In case D, there are multiple but finite associated outgoing directions, and the gain is nonzero for all of them. Case E can be realized as a further extension of cases B/C/D, wherein we associate not just one or more ‘primary reflection/refraction’ angles (φout,θout) to each incoming angle (φin,θin), but also define a cone of angular directions around each of these primary angles, and have the gain-function on this cone to be decreasing with increasing angular separation from the primary angle, such that the total power in the emerging cone corresponds to the difference between the incoming power and the power absorbed by the scatter-point. More details on this can be found in Section 3. The gain function G() is related to the concept of radar cross-section (RCS) of the target object. Larger RCS corresponds to larger amplitude of G(), and RCS can be computed using G(). The gain function is more descriptive than the RCS, since it models how the object impacts both amplitude and phase of the incoming rays.
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Figure 5: Types of interactions that can be modeled with a single scatter-point gain-function
2.4.3 Assigning incoming/outgoing rays/clusters at the scatter-point: LoS propagation.
As a matter of terminology, we call the propagation from Tx to scatter-point as the first hop and the propagation from scatter-point to Rx as the second hop. In the simplest case, we only consider the scatter-point directly receiving a ray from the Tx and relaying it with some attenuation/gain, to the Rx. This would require LoS condition on both hops. Simulating whether these LoS conditions exist can be done using the existing approach, just as if the scatter-point was another node (gNB or UE) of interest – i.e., determine the LoS probability, generate a realization of a random variable with that probability and use that to assign the LoS condition. Note that the angles of arrival (from Tx) and departure (to Rx) at the scatter-point are directly a function of the geometry, i.e., locations of Tx, Rx and scatter-point, and these angles need not be consistent with the ‘natural behavior’ of the object represented by the scatter-point – for example, with a reflector, these angles may not obey Snell’s law, i.e., both angles when measured relative to the surface normal may not be equal. However, this does not have to concern us, as the gain function G(.) will automatically include the right attenuation for each pair of incoming and outgoing rays. The angle of departure for the first hop is also likewise determined solely based on the geometric positional relationship between Tx and scatter-point, and similarly, the angle of arrival for the second hop depends only on the relative positions of the scatter-point and the Rx. With this approach, as long as the sensing algorithm can identify the multipath component represented by the cascade of these two hops, we can hope to use it to deduce sensing KPI information (such as location/velocity/attenuation of the scatter-point, and hence, of the object) from the properties (e.g., delay, angle, power) of this multipath component. Identifying this multipath component amid all the other multipaths is a challenging problem, which requires the use of multiple Tx/Rx pairs whose channels interact with the object. The stochastic paths will in general not be consistent with any specific object location, whereas the path of interest will be, which can lead to identifying it via outlier-rejection schemes. 
In the above description, we considered a single inbound and outbound ray at the scatter-point, which can be drawn geometrically consistent as a straight line from source to destination on each hop. Instead, or in addition, we could have considered an inbound and outbound cluster of rays. The cluster angles are defined in the same way as the ray angles were above, i.e., consistent with geometry. The individual rays in the cluster, on the other hand, have angles that are offset relative to the cluster angles. The paths of the rays are therefore not geometrically consistent – i.e., a ray departing the Tx at such an angle would not be able to arrive at the scatter-point if it traveled in a straight line, similarly a ray arriving at the scatter-point at such an angle could not have originated from the Tx if it traveled in a straight line. However we could simply ignore this inconsistency when formulating the multipath channel. Note that this is exactly how the 1st cluster is modeled in TR38.901 for the LoS case, as already illustrated earlier in Figure 4: The individual ray angles are not geometrically consistent, although the cluster angles are consistent with the LoS ray. 
For the ground-reflection model of TRSec. 7.6.8, only a single ray is modeled reflecting from the ground, rather than a cluster, again as shown in Figure 4, but a more general approach could be to also model a cluster in this manner: For example, the second cluster angles could have been altered to be consistent with the ground reflected path angles, or another cluster could have been added with angles consistent with these angles. This could be a way to capture more diffuse scattering at the point of reflection. In reality, with diffuse scattering, rays leave the Tx at slightly different angles, arriving at the object (which in reality is not a single point) at slightly different points on the object. If the object surface around these points was a flat specular reflector, only one of the reflected rays would reach the Rx, but in reality, micro-irregularites in the ‘almost flat’ surface allow multiple rays to reach the Rx. This could in principle be modeled using multiple scatter-points with varying surface normal directions, and a single ray on each hop for each of these scatter-points, but this is unnecessarily complex. Instead, we assume a single scatter-point, ignore the geometrical inconsistency of the ray angles at source and destination for each hop, and couple each incoming ray with an outgoing ray at the scatter-point via the gain-function. This is illustrated in Figure 6. The angular spreads assigned to these clusters (at both arrival and departure, for both hops) could further be a function of the scatter-point type – for example, the angular spread may be chosen to be smaller for a more specular reflector and larger for a more diffuse reflector. 
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Figure 6: Modeling of irregular/diffuse reflectors via a single scatter-point
2.4.4 Assigning incoming/outgoing rays/clusters at the scatter-point: NLoS propagation
We now consider the case of indirect paths on the first hop (Tx to scatter-point), which then leave directly on the second hop (from scatter-point to Rx). This corresponds to LoS state for the second hop, while the first hop may be either LoS or NLoS. For this scenario, following the methodology of existing TR38.901, we could model the first hop using random clusters leaving the Tx and arriving at the scatter-point, with random coupling of rays within the associated clusters. These paths then get sent by the scatter-point towards the Rx. If we attempt to infer the scatter-point properties from the properties of these paths, we get consistent results on using some path properties and inconsistent results using other properties. Specifically, the AoA is consistent with the scatter-point location, whereas the AoD and delay are not. Since this can impact the algorithm choices and performance, we should potentially consider modeling such paths. The same consideration applies to paths that go directly on the first hop, and then go on indirectly to the Rx, except that now it will be AoDs that are consistent with the scatter-point location, whereas AoAs and delays will not be consistent. Note that in both these cases, the ‘direct hop’ need not be only a single specular ray, but could also be a cluster, just as described in Section 2.4.3. Also note that these cases make the sensing problem more difficult, but they could also happen in real life. In general the importance of modeling them may vary depending on the scenario/use-case, and so we should consider modeling them as optional, or at least, not mandatory in each and every scenario.
Finally, consider paths which are indirect both from Tx to scatter-point and from scatter-point to Rx. These paths are entirely “stochastic with respect to the scatter-point”, i.e., even if we model the change in parameters caused by the scatter-point on these paths, the resulting modified paths cannot be easily used to discover anything useful about the scatter-point. These paths are already represented in the existing TR38.901 stochastic modeling of other reflectors. Hence, the interaction of such paths with the scatter-point can be ignored. Note that this corresponds to ‘Case 4’ in the RAN1#116bis agreement on cases of radio propagation in the target channel that are considered for the study; the agreement says that case 4 can be considered for bistatic sensing; we propose that this could be optional. 
The discussion in Sections 2.4.3 and 2.4.4 can be summarized by the illustration in Figure 7, and in the following proposals.  
Proposal 11: Model a small object as a single scatter-point applying a gain value G(φin,θin, φout, θout) to a ray that arrives at the scatter-point with (azimuth, elevation) angles (φin,θin) and leaves it with (azimuth, elevation) angles (φout,θout), wherein all the 4 angles are with respect to an LCS attached to the scatter-point.  The gain function G(.) allows an abstract modeling of a combination of reflection, refraction, and attenuation. LCS to GCS translation is part of ‘object drop procedure’, analogous to UE orientation being part of UE drop in TR38.901.
Proposal 12: Identify relevant scatter-points for each Tx-Rx link, based on distance to Tx and Rx. Generate LoS probabilities and LoS states for the links from scatter-point to Tx and Rx using existing TR38.901 methodology. The scatter-point changes the existing 38.901 channel from Tx to Rx only if at least one of these links is LoS (the case when both links are NLoS could be optional). Under this condition, add additional rays/clusters arriving at and departing the scatter-point as follows: 
a) Direct from Tx to scatter-point, coupled with direct from scatter-point to Rx, if both links are LoS
b) Optionally, indirect from Tx to scatter-point, coupled with direct from scatter-point to Rx, if both links are LoS or only scatter-point-to-Rx link is LoS
c) Optionally, direct from Tx to scatter-point, coupled with indirect from scatter-point to Rx, if both links are LoS or only Tx-to-scatter-point link is LoS.
The angles of arrival and departure of the direct rays/clusters among (a,b,c) are determined by geometry based on the relative positions of the Tx, scatter-point, and Rx. Properties of the clusters, such as number of clusters and their angular spread, may be functions of the scatter-point type. The gains and delays of the overall paths from Tx to Rx are determined by cascading the coupled arriving and departing rays/clusters at the object, i.e., multiplying their gains together with the corresponding gain function G(.) described in Proposal 11, and adding their delays. 
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Figure 7: Showing modeling of clusters to and from a scatter-point.
To handle dual polarization of input and output rays, the gain function G(.) can be a matrix, generalizing the diagonal matrix in the ground-reflection equation 7.6-35 in TRSec. 7.6.8, as shown in Figure 8.  
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Figure 8: Gain function at scatter-point as a matrix to handle dual polarization.

2.5 Modeling of interaction with physical objects: Multiple and/or large objects
With multiple small objects, each object can be represented by a scatter-point, and the object (=scatter-point) dropping and channel modeling as described in Section 2.4 can be repeated separately for each object. Note that each object may be a sensing target or may represent clutter or non-target objects. This approach does not capture paths bouncing from Tx to Rx via multiple objects, i.e., involving at least 3 hops (Txobject1object2Rx) instead of 2 hops considered in Section 2.4.  Given the multitude of combinations of such multi-bounce paths, with the further possibility of modeling LoS (as in Section 2.4.3) and/or NLoS (as in Section 2.4.4) propagation on each hop in the path, this approach rapidly becomes very complex. For simplicity we propose the following:
Proposal 13: Consider the following options in decreasing priority for modeling ‘multi-bounce’ paths, i.e., paths from Tx to Rx that interact with more than one scatter-point:
a) No explicit modelling of physical multiple-bounce paths
b) Modeling of only the LoS propagation on all hops along the multi-bounce path, applied if and only if all those links have LoS state. Limit the number of scatter-points in the multi-bounce path to 2, i.e., maximum of 3 hops from Tx to Rx.
c) Consider NLoS propagation in addition to LoS propagation in (b). 

This is illustrated in Figure 9, where (a,b,c) in Proposal 13 correspond to Figures 9a,9b,9c respectively; note that (a) in Proposal 13 implies modeling only 2-hop paths as described earlier in Proposal 12. The complexity of going beyond (a) may be tolerable in some cases with the limitations in part (b) of the proposal including only 2-object multi-bounce paths. Note that LoS propagation on a hop, although shown by a single straight arrow in Figure 9 for simplicity, could in fact include a specular single ray drawn geometrically from the source to the destination on that hop, and/or a cluster of rays with cluster angles (but not necessarily individual ray angles) consistent with those that such a specular ray would have based on the geometry. This is just as described in Section 2.4.3 for the 2-hop case.
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Figure 9: Options for handling multi-bounce paths
Large objects can be treated as collections of multiple scatter-points. The shape and nonuniform material or surface of the object can be modeled using different LCS-to-GCS mappings and angle-based gain-function G(.) for the different scatter-points. This approach can also abstract away the complexities of modeling multiple bounces between these scatter-points that make up a single large object. This abstraction is analogous to the abstraction of a prism as a point object: The bending of light by a triangular prism is due to two refractions at two of its surfaces, but we don’t need to model each of these refractions separately, instead we can simply capture the cumulative effect of both of them in the angle-based gain function G(.). More complex mobility like object rotation and relative motion between different parts of the large object (e.g., separate propellers in a UAV) can also be modeled: If not modeling explicit mobility, we simply assign different velocities to different scatter-points that make up the large object. To explicitly model the motion of the propellers, we can assign different trajectories and velocity profiles to the different scatter-points. Both of these approaches will allow simulating micro-doppler, with the latter being more complex but more accurate. 
Proposal 14: Treat large objects as collections of multiple scatter-points with possibly different LCS-to-GCS mappings, angle-based gain functions, and velocities. 
Note that as discussed in Figure 4 for the case of ground-reflection, the exact location of the multiple scatter-points on the large object may be a function of the Tx and Rx locations. With multiple large objects, each one can be handled in this manner separately, if we ignore multiple-bounce interactions across the objects. If we further wish to consider multiple bounces, for example, involving a wall and the ground, then as suggested after Proposal 13, we could limit to at most two objects with direct links only, and compute the relevant points of interest on the two objects using geometry. With more objects in the path, the geometry gets progressively more complicated relative to that in Figure 4 (where we just needed to find the point on the ground at which θi = θr). It may be manageable if we limit it to two objects. 

2.6 Equation for ISAC channel
In light of the development of the channel modeling as outlined in the preceding sections, it is now worth revisiting the agreement from the last RAN1 meeting about the equation 

The agreement captures the essential idea that the ISAC channel model can be built up by adding component channels, i.e., some clusters interacting with physical objects (which may or may not be sensing targets) and other clusters representing stochastic clutter (not associated with a physical object, as in legacy TR38.901). However, the agreement has many FFS items about the details of both the terms on the right hand side of the equation. In particular, it is currently unclear whether  represents purely stochastic clutter or also includes physical scatterer objects that are not the sensing targets (which may be referred to as environmental targets). 
To gain further clarity on this point, observe that the modeling development in Sections 2.1-2.5 has not made any meaningful distinction between sensing target objects and non-target objects. When we begin on KPI evaluations, there will potentially be some more distinction between these. For example, when tracking an AGV in a factory, the AGV is the target, and other items on the factory floor (desks, partition walls/pillars, fixed machinery, etc) will be non-targets. However, from the perspective of the channel modeling framework, there is no reason to distinguish between these two types of objects. Note that the same types of objects could be sensing targets in one scenario and background in another scenario. E.g., a tree may be background in outdoor human detection, but may be the target in road/railway obstruction detection. Hence, the modeling framework should be the same for both. The differences should only lie in the parameters governing the actual interactions – for example, parameters controlling the behavior of the object regarding reflection, attenuation, etc. (More detailed examples of such parameters are further elaborated in Section 3). Even during sensing KPI evaluations, it may be of interest in many scenarios to track and evaluate KPIs of ‘non-target objects’ as well. For example, in the case of AGV tracking mentioned earlier, in order to ensure the AGV does not hit an obstruction, we need to sense the location of the obstruction as well. 
Observation 2: The same types of objects (humans, AGVs, trees, etc) can be sensing target objects in some scenarios and non-target objects in other scenarios. Further, in many scenarios, while there may be one or more primary objects of interest, even the remaining ‘non-primary’ objects may need to be sensed/tracked, for example, to prevent the primary objects from colliding with them.  
In light of this observation, the distinction between the two terms in the equation should be based not on the often irrelevant categorization of objects as target vs background, but based on whether they model physical scatterer objects (the enhancement required for ISAC channel modeling) or stochastic clutter (as modeled by legacy TR38.901). For the physical scatterers, as described in Section 2.5, they can be represented by one or more scatter points, and the multipaths are formed by a sequence of hops from Tx to Rx node, via a sequence of these scatter points. Thus, we have the following proposal: 
Proposal 15. The new object-interaction modeling framework defined for ISAC applies to all physical scatterer objects introduced into the deployment - both sensing target(s) and non-target/environmental/background object(s). The legacy TR38.901 modeling framework applies to stochastic clutter that is not modeled as interaction with a specific physical objects. Thus, the channel model equation is rewritten as 
 
Here  represents the stochastic clutter that uses the legacy TR38.901 framework.  represents all the rays/clusters that travel from the transmitter to the receiver via a specific ordered sequence of scatter-points, interacting with them as per the new modeling framework. The subscript ‘i’ represents the unique sequence index. Each scatter-point may represent either a sensing target or non-target/environmental/background object, and may occur in multiple distinct sequences. Multiple scatter-points may represent the same object. In the particular case when each sequence has only one scatter-point (i.e., no multi-bounce paths) and each object is represented by only one scatter-point,  may be replaced for notational simplicity by 
With reference to the RAN1#116bis agreement on environmental object (EO), the above proposal corresponds to ‘option 2’ for EO-type1, i.e., EO treated similar to target object. Regarding ‘option 1’ (EO treated differently than target), broadly we recognize that different objects may require some differences in treatment. However, wherever possible, a unified framework dealing with multiple objects of different types is preferable, and we believe some of the differences discussed at the last meeting are easily amenable to such unification. For example, the very large object (referred to as EO-type2 in the agreement) can be treated as a single scatter-point, as in the ground-reflection modeling in TRSec. 7.6.8, with the location of the scatter-point being a function of the locations of the sensing Tx and Rx node. Further, once this treatment is defined, there is then no need to restrict this modeling to EOs: Any current and/or future use-case in which this kind of object becomes a target rather than an EO will naturally follow the same kind of modeling. The modeling depends on the properties (shape, size, material, etc) of the object, and not on whether it is designated as a target or an environmental object. Note also that for the target object, RAN1 has already agreed that it can be assumed to be in the far-field of the sensing Tx and Rx. This assumption is certainly very reasonable for many use cases (e.g., UAVs). However, a very large object such as the ground is by definition not in the far-field of the sensing Tx and Rx, and we already have a way to model it. There is no reason to limit this model to environmental objects alone, it can also be extended to targets where necessary (e.g., a car sensing a large truck in the neighboring lane).   
2.7 Modeling of interaction with physical objects: Spatial consistency
Spatial consistency broadly refers to the idea that two nodes (Tx or Rx) located physically close to each other should see similar or correlated channels. The two nodes here may represent two separate physical entities (e.g., two UEs), or a single moving physical entity in two locations at two different times. As summarized in Section 2.2, spatial consistency is captured via spatial correlation (TRSec. 7.6.3.1 & 7.6.3.3) and spatially consistent mobility (TRSec. 7.6.3.2). It can be reused as is for the stochastic paths, and we only need to further consider what special treatment is needed for the added deterministic, i.e., physical paths.
In the context of physical object modeling, in Sections 2.4 and 2.5 we have already seen that the presence of the physical scatterers results in additional channel taps that are created by cascading a chain of multiple hops from the Tx to the Rx via one or more intermediate scatter-points. By applying existing spatial consistency procedures on each of these hops, we can ensure both spatial correlation and spatially consistent mobility while evolving the individual hops, and thus also evolve the resulting cascaded chain in a spatially consistent manner. 
The legacy spatially consistent mobility (TRSec. 7.6.3.2) has some limitations – it models ‘local mobility’ but not ‘large-scale mobility’. Specifically it evolves ray/cluster angles in a spatially consistent manner, but does not correctly handle situations where a new ray from a new Tx needs to be added or a ray from an existing Tx needs to be dropped (e.g., due to handover between cells). The ‘per-hop’-based extension for sensing described above inherits these same limitations, both with respect to Tx/Rx and also with respect to the objects/scatter-points. Thus, for example, if a scatter-point that was considered for physical paths between a Tx/Rx pair moves very far away from that pair, those physical paths will still persist and not be dropped. Conversely, a scatter-point that was not considered for physical paths between a Tx/Rx pair because it was too far away will continue not being considered even if it comes close to the Tx/Rx pair. If ‘multiple bounce’ paths are considered, the number of bounces will not be changed even with arrival of new scatter-points close to any hop of the path, or departure (i.e., moving to far away location) of some of the scatter-points on the path. It is in principle possible to define more complex models that account for more large-scale mobility including addressing some of these limitations. However, note that neither spatial consistency nor mobility (beyond simple fast fading Doppler evolution) was exercised in any of the positioning studies to date. Hence when extending these to physical paths, we propose to limit the extension to considering only the per-hop based approach, without considering these more complex models.
Proposal 16: The TR38.901 procedures for spatial consistency can be reused for each hop of the cascade of hops from Tx to Rx representing interactions with intermediate scatter-points. The resulting channels can be cascaded to produce the overall spatially consistent sensing channel. 
2.8 Modeling of interaction with physical objects: Monostatic sensing
Our modeling description and proposals so far have implicitly been bistatic at least in general, because we considered a Tx and Rx which could in general be located far from each other. In monostatic sensing, the Tx and Rx are very close to each other, or collocated. At first glance this may appear to require some special handling – for example, the AoD of the Txobject link should match the AoA of the object Rx link. However, on further thought, it is clear that such a matching constraint also applies to the bistatic case, based on the geometry of the triangle formed by the locations of the Tx, Rx and object. For monostatic sensing, all that is required is to continue application of that constraint while bringing the Tx close to the Rx, causing the triangle to degenerate into almost a straight line. Other properties of the two links (e.g., power-delay profile) will also be close if spatial consistency is enabled. This is a natural and desirable consistency property that the sensing modeling should support, and is naturally supported by our proposals. Explicit modeling of clutter (i.e. non-target) echoes may be important for monostatic sensing, and these also can be modeled just as in the bistatic case, as additional non-target nodes. The clutter drop parameters may be different for studying monostatic vs bistatic sensing. We could also consider forcing some properties (such as power delay profile) to be same on both the links, e.g., if spatial consistency is not turned on to ensure this. 
The only further additional consideration needed for monostatic sensing would be whether the communication channel model (existing TR38.901) supports the scenarios with Tx so close to the Rx. For example, some existing models (e.g. UMi) do not allow the UE-gNB distance to be lower than a threshold. Even in models without such an exclusion zone, using existing formulations for pathloss may result in an unexpectedly high ‘leakage/self-interference’ path due to the close proximity of Tx to Rx, whereas in practice, nodes supporting such monostatic sensing will have built-in additional isolation to suppress this self-interference. So we need to model this additional blockage. The discussion can be summarized as follows:
Proposal 17: All aspects of the modeling of physical clusters for bistatic sensing should be reusable for monostatic sensing by setting the Tx and Rx locations to be sufficiently close to or collocated with each other, and applying spatial consistency. Additional aspects of the direct Tx-to-Rx channel should be considered in this case, such as extension of pathloss model for physically close Tx and Rx, and modeling of Tx-to-Rx isolation. If spatial consistency is not enabled, then explicit forcing of some common properties (e.g., LoS state) of Tx-to-object and object-to-Rx links must be enabled.
2.9 Doppler modeling
The SID [1] explicitly calls out that the modeling framework should enable the target objects to be distinguished from unintended objects. Micro-doppler signature is an important tool to enable such distinctions. Repetitive motions of the objects, such as the rotor-blades of a UAV, or swinging of arms/legs of a walking human or animal, results in repetitive patterns of variation of the doppler associated with those motions. These motions often occur in parts of the object while the entire object can have its own separate motion, e.g., the UAV itself flies on a trajectory while its rotor blades are rotating around the pivot point that attaches them to the body of the UAV. The prefix ‘micro’ in the term ‘micro-doppler’ refers to this fact, i.e., to doppler caused by relative motion of parts of the object, whereas ‘macro-doppler’ (or simply ‘doppler’) may refer to the doppler associated with the motion of the object as a whole (e.g., the motion of the center-of-mass or other representative point on the object) 
There have been discussions/questions on whether micro-doppler should be considered a more ‘advanced’ feature and hence deferred to later discussion in the study. Our view is that from a channel modeling perspective, at a broad conceptual level there is really no difference in the modeling of micro-doppler and macro-doppler. Doppler arises from velocity of motion; and can vary with time if the velocity varies with time. Once we have a framework to deal with time-varying velocity of Tx, Rx and target, this framework can apply both to the velocity of the whole object (or its representative point) and the velocity of a part of the object (such as the arm of a human, or the tip of a rotor-blade of a UAV). Further, this framework is already largely in place based on legacy dual-mobility (TRSec. 7.6.10) and time-varying doppler shift (TRSec. 7.6.6).  The dual-mobility equation already includes velocity not just of Tx and Rx, but also of scatterers, but since the scatterers are all modeled stochastically, the corresponding velocity is also generated via random numbers. This can be replaced by the desired velocity of the objects/scatter-points. The time-varying doppler shift equation only considers time-varying velocity of the Rx, replacing the product with the time variable ‘t’ in the Doppler phase term by an integral over time. Clearly the same approach can be used in the Doppler phase terms for time-varying velocity of Rx and scatter-points as well.
Proposal 18: Re-use the TR38.901-Section 7.6.10 framework for dual-mobility including velocity of Tx, Rx, and scatter-point, by changing the scatter-point velocity from the stochastic model aggregating multiple scatter-points to the velocity of the specific scatter-point of interest. Re-use the TR38.901-Section 7.6.6 framework for time-varying doppler shift, applying it to time-varying velocity not only of the Rx but also of Tx and scatter-point.
An example of such an extension of the existing framework is shown in Figure 10. Note that the micro-doppler component by definition involves time-varying velocity. Although the other velocities (those of Tx, Rx, and macro motion) are assumed constant in this figure, the approach could straightforwardly extend if needed to the case where these velocities are also time-varying, by making the corresponding distance and velocity vectors in the dot-product to be functions of time, and replacing the product with the time variable ‘t’ by an integral over time. 
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Figure 10: Micro-doppler modeling 

2.10 Pathloss modeling
As described earlier, we can model the impact of physical scatterers by cascading multiple hops, and we can reuse existing LoS/NLoS-state modeling separately for each hop. The question then arises whether the same approach extends to pathloss modeling- can we cascade the pathlosses of the hops following existing modeling on each hop? The pathloss PL (in dB) between two locations/nodes is a function of distance ‘d’ between the nodes. Consider two hops of distances d1 and d2. The ‘cascaded approach’ would produce an overall 2-hop pathloss (in dB) given by
· PL2hop(d1,d2)=PL(d1)+PL(d2)+L, 
where L is the loss (in dB) from interaction with the object, e.g., a reflection loss, which is a function of the RCS. This model is commonly found in radar literature, especially in the case of free-space LoS pathloss function PL(d) where the linear-domain pathloss is proportional to 1/d2. However, consider the case of free-space line-of-sight propagation into which a blocker such as a dielectric material is introduced to block the LoS path. In this case, the object interaction is a ‘through-transmission with attenuation’ rather than a reflection, and in this case it may be more appropriate to use an overall 2-hop pathloss given by
· PL2hop(d1,d2)=PL(d1+d2)+L
Further, the legacy pathloss models may also need further modification to account for propagation during rainfall. 
Proposal 19: Consider at least the two models for multi-hop pathloss (in dB) 
· PL2hop(d1,d2)=PL(d1)+PL(d2)+L
· PL2hop(d1,d2)=PL(d1+d2)+L
where L is the loss in dB caused by interaction with the object/scatter-point, and study further which models apply in which scenarios.

3 Object-model types, RCS and mapping to scenarios
3.1 Single scatter-point definitions.
Objects that impact/interact with the over-the-air propagation will never be isolated points in reality. However, for small enough objects, at least for some studies it suffices to model them as a single scatter-point. This makes the modeling simpler, as detailed in Section 2, and easier to perform calibration of results across companies, while also still providing useful information about sensing performance. The assumptions and corresponding limitations of this modeling are:
a) Object shape and micro motions between relative parts of the object are ignored. Thus, the approach is enough for studies related to detecting presence/location/velocity of the object, but not for detecting more complicated object properties such as shape and micro-doppler. However, even those can be studied by modelling the object as multiple scatter-points with (in general) different positions, velocities, orientations and gain functions.
b) The object should be small enough and/or far enough away from the source (Tx) and destination (Rx) so that the plane-wave assumption is reasonable for a wave from the Tx to the object and from the object to the Rx. Pathloss changes due to difference in distance from the Tx/Rx to the object surface vs. the location of the single point representation of the object should be negligible.

Proposal 20: Consider cases where only a single scatter-point is dropped into the scenario. The drop may be random or may be at a specific location in the scenario layout, relative to other nodes (e.g., relative to gNB(s) and/or UE(s)).
3.1.1 Specular mirror/reflector scatter-point
Mirror reflection is a generalization of TRSec. 7.6.8 on ground-reflection. As observed in Section 2, the ground is a large object introduced in the scene, but for a given pair of Tx and Rx node positions, only one point on the ground really matters, and the location of this point can be computed in a straightforward manner by geometry and Snell’s law (angles of incidence and reflection should be equal). The reflection is then completely characterized by that location and the direction of the normal to the surface (ground) at that location. The same concept can be used for any flat surface large or small (e.g., a wall instead of ground). The gain function is given by
G(φin,θin, φout, θout) = Gp(θin) * δ(θout - θin) * δ(φout - φin -180o),
where Gp(θin) is the scalar ‘mirror gain’ for each of the two polarizations ‘p’= parallel and perpendicular. Here δ() is the ‘indicator’ or Kronecker delta function (taking value of 1 when its argument is zero, and zero otherwise), which ensures that the gain is nonzero only along the output direction that corresponds to the input direction via the Snell’s law. Gp(θin) depends on the refractive index of the mirror material, via formulas analogous to 7.6-38 and 7.6-39 in TR38.901. Note that this describes an ideal specular two-sided mirror that completely absorbs all refractions into it. In the case of ground-reflection, the absorption may be a reasonable assumption since the ground is a large object. For any other practical mirror such as a wall or a vehicle, this is likely not the case, and there will be some attenuated ‘pass-through’ and possibly also some diffraction around the object. All this is idealized and ignored in the simplified definition above. A one-sided mirror which is opaque and non-reflective on the other side can be modeled by setting Gp(θin)=0 for all θin corresponding to arrivals at the opaque surface, i.e., θin ≥ 90o. This is illustrated in Figure 11.
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Figure 11: Specular reflector scatter-point
Also note that even though this mirror is ‘perfectly specular’, it can still be used to model some amount of diffuse scattering, based on the angular spreads in the incoming and reflected clusters the mirror is influencing, as also detailed in Section 2. Each incoming ray in the cluster has a slightly different angle of arrival, and thus a slightly different departure angle, but all those departing rays may still be coupled back into a cluster at the receiver. This is somewhat analogous to existing TR38.901 handling of the first cluster in LoS channel – in addition to adding the LoS specular ray, the first cluster AoA and AoD are also modified to align with the LoS direction, but each individual ray within that cluster has its own AoA and AoD.
3.1.2 Specular omnidirectional retro-reflector scatter-point
For monostatic sensing, the Tx and Rx are very close to each other. However, the ray from the Tx may be reflected into another direction and may never make it back to the collocated Rx. A retro-reflector is a special reflector that sends the reflection back in the direction of the incoming EM wave. Practically it may be quite difficult to ensure this behavior for each and every incoming direction (both azimuth and zenith). However, as an idealized construction, we can imagine a reflector behaving this way. This is illustrated in Figure 12. It could be useful to validate results from monostatic sensing, by providing benign scenarios in which multiple monostatic sensors placed around the object can all see a strong enough reflection from the object. The gain function is given by
G(φin,θin, φout, θout) = Gp(φin,θin) * δ(θout - θin) * δ(φout - φin) 
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Figure 12: Specular omnidirectional retro-reflector scatter-point behaviour for different incoming ray angles
The ‘monostatic gain’ Gp(φin,θin) can be used to control the gain as a function of Tx/Rx unit position and polarization p (parallel and perpendicular). In particular it can be set to constant=1 to make the gain independent of Tx/Rx position and polarization. It can also be set to 1 for certain incoming angles (φin,θin) and zero for other angles, to represent practical retro-reflectors that have reflective as well as opaque non-reflective surfaces, and only exhibit retro-reflector behavior on a limited set of incoming ray angles. This is somewhat analogous to the modeling of one-sided mirrors instead of 2-sided mirrors, as described in Section 3.1.1. 
3.1.3 Pass-through attenuator scatter-point
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Figure 13: Pass-through attenuator
This scatter-point is illustrated in Figure 13, with gain function given by 
G(φin,θin, φout, θout) = Gp(φin,θin) * δ(θout – (180o – θin)) * δ(φout - φin -180o) 
The existing TRSec. 7.6.4 blockage model-B can in some sense be viewed to be a special case of this, where a detailed procedure is given to construct Gp(φin,θin) based on a model of the blocker as a rectangular screen with knife-edge diffraction around all the 4 edges. The screen adds an angle-dependent attenuation to all rays passing through it, but it does not change the ray angles (the rays just ‘pass through’ as shown in Figure 13). Thus, the physical dimensions of the rectangular screen object are abstracted away into the gain function Gp(φin,θin) and then the object can be represented as a single scatter-point, for all the rays that interact with the scatter-point. The blockage model-B further defines the geometric procedure to determine which rays interact with the scatter-point, based on the dimensions and location of the screen-blocker.
3.1.4 Specular Refractor/prism scatter-point
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Figure 14: Refractor/prism scatter-point
This scatter-point is illustrated in Figure 14, and can be represented by 
G(φin,θin, φout, θout) = Gp(φin,θin) * δ(θout – fθ(φin,θin)) * δ(φout - fφ(φin,θin)) 
The functions fθ and fφ abstract away the ‘bending behavior’ of the prism, capturing the emerging angle of the ray directed towards the prism at a given incident angle. These have to be computed by geometry and Snell’s law applied at all the surfaces at which refraction occurs. For a convex polyhedral prism, there will be only 2 such surfaces. With non-convex polyhedrals the ray could emerge from the prism and then re-enter it, and further this could happen multiple times. It is still in principle possible to repeatedly apply Snell’s law at each surface of interaction and determine how the ray finally emerges from the object, and thus determine the functions fθ and fφ and also the corresponding gain function Gp. The implicit assumption here is that each incident angle only corresponds to one unique emergent angle. Note that the above gain function can also be seen as generalizing the previously described gain-functions of Sections 3.1.1, 3.1.2 and 3.1.3 – those gain-functions have specific choices of fθ and fφ (e.g., fθ(φin,θin) = 180o – θin and fφ(φin,θin) = φin +180o for Section 3.1.3, and fθ(φin,θin) = θin and fφ(φin,θin) = φin for Section 3.1.2)
3.1.5 Single-input multiple-output specular scatter-point
A scatter-point can simultaneously have more than one of the behaviors described thus far. For example, both reflection and refraction may happen at the surfaces of a prism. Figure 14 shows only the refractions, but we could similarly also consider reflection at the first incident surface using the one-sided mirror model of Section 3.1.1.  The resulting gain function can be expressed as a summation of the individual gain-functions. We could further also consider reflection at the second surface, which would then lead to the ray impinging on the internal face of a third surface, and the process can be continued until the ray emerges. For simplicity, this process could be limited to a finite number of surface interactions; this may be justified by assuming that the absorption loss would grow very large after multiple interactions and the ray may be too weak to require explicit modeling after that.
3.1.6 Diffuse scattering versions of the specular scatter-points
The gain functions defined thus far (in Sections 3.1.1-3.1.5) all involve the use of Kronecker delta functions δ() to enforce the property that each incoming ray angle corresponds to only one unique outgoing ray angle, or in case of Section 3.1.5, a finite set of outgoing angles (captured by a summation of terms involving different δ() functions). We could replace all these δ() functions with other ‘peaky’ pulse-shape functions p(x) that are ‘smoother’ than the Kronecker delta – they would still have peak at x=0, but would not be all zero for non-zero x, but instead generally decrease with increasing x. The decrease may be monotonic (e.g., with a gaussian pulseshape) or also locally non-monotonic (e.g., with a sinc function pulseshape). The width of the main peak at x=0 is a parameter that can be used to tune the reflector behavior to more specular (narrower width) or more diffuse (broader width). Each of the earlier gain functions further has a product of two Kronecker delta functions, one representing the outgoing azimuth and the other representing the outgoing elevation, as a function of the incoming azimuth and elevation angles. The pulse-shapes used for these two delta functions may be the same or different. The pulse shapes should be normalized so that the total energy emerging from the scatter point over all emergent angles equals the difference between the energy impinging the scatter point and the absorption loss.

3.2 Objects modelled using more than one scatter-point
3.2.1 Small convex polyhedral reflector
For a small convex polyhedron with all faces as specular mirrors, each face can be treated as a 1-sided mirror, represented by a single scatter-point as described in Section 3.1.1, where the opaque/non-reflecting surface of the 1-sided mirror is the inner one, and the reflecting surface is the outer one. Each of these scatter-points could be placed at the centroid of the corresponding face. This creates an object represented by F scatter-points, where F is the number of faces. For further simplicity, we could also instead place all those scatter-points at the centroid of the whole 3-dimensional object instead. In this case, the model can be thought of as a single scatter-point with a gain-function that sums the gain-functions of the individual one-sided mirror scatter-points. However each of these individual gain-functions is described in Section 3.1.1 relative to its own LCS, defined using the normal to the surface. Thus, it is still fully equivalent to thinking of this as F separate scatter-points that just happen to be collocated. The two approaches are illustrated in Figure 15
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Figure 15: Polyhedral reflector as a collection of scatter-points
The convexity assumption ensures that a reflection from one face can never be incident on another face. The fact that the object is a polyhedron (3D) rather than a flat 2D surface as in Section 3.1.1, and is totally reflective (no absorption/refraction)  ensures that no ray can ever hit the non-reflective ‘inner’ surface of the constituent one-sided mirrors – since any incident ray is completely reflected and cannot penetrate into the object material.
The gain functions at the individual surfaces may be the same or different, and each could use Kronecker delta functions (giving a perfect specular reflection) or a smoother pulseshape giving a more diffuse reflection as described in Section 3.1.6.
If the polyhedron is resting on the ground, then the face resting on the ground cannot have incident rays if we assume (as is typically the case) that all the Tx and Rx nodes are above the ground. This should be taken care of in the procedure for determining the incoming and outgoing cluster angles at each scatter-point: The scatter-point representing the face resting on the ground should not have any incoming or outgoing clusters. This can be made part of the procedure for selecting the angles of the clusters that arrive at each scatter-point. Note that for the LoS specular ray, it will automatically follow from geometry: Rays arriving from above the ground will hit the non-reflecting side of the one-sided mirror representation of the face resting on the ground. 
3.2.2 Large flat reflector surface
A large flat specular reflector is a generalization of ground reflection and has also been discussed in Section 2: Even though the surface is very large, the reflection only happens at a specific point on the surface, which can be determined using geometry from the locations of the Tx, Rx and the surface. So, for any one Tx, Rx pair, it can be modeled just as a single point, as in Sec. 3.1.1, although the location, orientation, and gain function of this point will in general be different for different Tx/Rx pairs. Note that the surface does not have to be rectangular shaped for this, it can be any polygon or even a surface with curved and potentially non-convex boundary. The reflector scatter-point location can be determined assuming it is an infinite plane, and then it needs to be considered only if that location actually lies on the finite arbitrary-shaped surface.
This approach avoids having to discretize the large surface into a fine grid of individual scatter-points, and then model the interactions with all of these scatter points. Only some interactions will be relevant, and the geometry of reflection allows identifying and modeling only those scatter-points.
If the reflector is diffuse rather than specular (as in Section 3.1.6), then in general there will be a continuum of relevant scatter-points, which then forces us towards the approach based on the grid of scatter-points. To control the complexity, we may again define the ‘most relevant scatter point’ based on the peak/dominant reflection angle corresponding to the peak of the pulse-shape function defined in Section 3.1.6, and then define the grid in a small area centered around this ‘most relevant scatter point’. The dimensions of this area can depend on the width of the pulse-shape functions for both azimuth and elevation. 
3.3 Potential mapping between physical objects and proposed simplified models
Table 1 below shows some potential applications of the simplified object models described in this contribution.
	Scenario
	Object Type
	Object Model Type

	InH/UMi/UMa
	Human
	Diffuse reflector polyhedron (e.g., parallelopiped) or scatter-point

	UAV
	UAV
	Specular reflector scatter-point

	InF
	AGV
	Specular reflector scatter-point or polyhedron depending on distance to relevant Tx/Rx nodes.

	Highway
	Vehicle
	Specular reflector polyhedron

	Uma
	Trees/clutter
	Diffuse reflector polyhedron or scatter-point depending on distance to relevant Tx/Rx nodes

	Monostatic sensing in various scenarios, object ‘small’ relative to distances to Tx/Rx
	Various (human, AGV, UAV, vehicle)
	Omnidirectional retro-reflector


Table 1: Potential mapping between physical objects and simplified object models.
Note that although we have described the forms of many gain functions, we have not yet completely specified them in the manner eventually needed for capture in TR38.901. For example, we have not explicitly specified the function Gp(φin,θin) for each of the polarizations ‘p’ that appears in many of the gain function equations. This needs to be worked out in more detail in upcoming meetings. As also noted in Section 2, the gain function in general is a 2x2 matrix including cross-polarization terms, in addition to the two diagonal terms represented by Gp(φin,θin) for the two polarizations ‘p’, and expressions for the cross-polarizations also need to be made explicit. In general, the gain function can be used to determine both monostatic and bistatic RCS of the object, and this can be matched to tables of RCS published in the literature for different types of objects, to determine the function in more detail. Note that the RCS and the gain-function could also include some random components, modeling the fact that different instances of the same type of object (e.g., two different cars of the same or different model, or two different trees or humans) will have slightly different gain functions. In simulations involving multiple instances of the objects, each object would get a different gain-function, assigned just like the large-scale parameters in the existing TR38.901, and then held constant as the small-scale fading evolved. Even if only a single instance is modeled, simulations across multiple drops of Tx/Rx nodes (e.g., gNBs and UEs) and the object would get different gain-functions for the object. 
At the previous meetings there has been some discussion of whether RCS should be captured in large-scale parameters (pathloss, potentially angle dependent) or in small-scale/fast-fading parameters. Note that modeling only in large-scale will not capture the details needed in many sensing scenarios, for example, the impact of Doppler caused by moving targets. Thus, small-scale modeling is essential, and using the gain function is an approach to capture both the large-scale and small-scale impacts. 
Proposal 21: Consider the simplified models of specific objects with gain-functions as proposed in this contribution, as building blocks to model actual sensing targets (such as humans, AGVs, UAVs, vehicles, hazard objects, etc) and clutter. 
Proposal 22: Modeling of RCS of objects should capture both large-scale parameters (pathloss) and small-scale parameters (fast fading) relevant to the interaction of the rays/clusters with the objects. The gain function provides a mechanism to capture both effects.  

4 Conclusion
We have discussed changes needed to TR38.901 to support sensing studies. The overall approach can be summarized in Figure 16 below.
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Figure 16: Overall high-level flow for sensing channel modeling
We have the following related observations and proposals: 
Proposal 1: Identify and prioritize sections of TR38.901 that the study should focus on. 
Observation 1: Map-based hybrid channel model (Section 8 in TR38.901), involving importing digital maps and ray-tracing, has not been studied or calibrated earlier.
Proposal 2: Focus on extending Section 7 in TR38.901 for sensing, by adding simplified models of physical objects and clusters of rays that interact with these objects.
Proposal 3: Defer extension of TDL/CDL channels (Section 7.7 in TR38.901) for sensing until when needed later in RAN4 performance studies.
Proposal 4: Defer detailed model calibration discussion until more progress has been made on the modeling.
Proposal 5: Prioritize the modeling as follows:
a) Extension of the basic modeling (Section 7.5 of TR38.901) should be considered first. 
b) The advanced modeling components in subsections of Section 7.6 should then be prioritized relative to each other and considered in that order, focusing on components more important for sensing (e.g., spatial consistency and dual mobility). 
c) Approaches used in some of these components (e.g., ground reflection and blockage) may be reused with potential further extensions in order to achieve the extension of the basic Section 7.5 model to sensing. 
Proposal 6: Reuse coordinate system definition and antenna modeling of sections 7.1, 7.3 of TR38.901 without any changes.
Proposal 7: Reuse existing scenarios from TRs 39.901, 37.885, 36.777, and 36.843, and define modeling of physical objects (both sensing target(s) and non-target(s)) dropped into these scenarios. New scenarios may be defined only if specific use-cases are identified that cannot be covered by such reuse. Prioritize modeling of scatterers in existing scenarios over the design of new scenarios.
Proposal 8: Define families of object types, and allow reuse of object types across multiple scenarios.
Proposal 9: Define scenarios for NR UAV study in TR38.901 that leverage TR36.777 for FR1 and extend it to FR2, and apply Proposal 7 to (re)use these scenarios instead of TR36.777 for sensing study.
Proposal 10: Define necessary extensions to TR37.885 scenarios for sensing in TR38.901, and use the resulting scenarios for sensing channel modeling described in TR38.901. 
Proposal 11: Model a small object as a single scatter-point applying a gain value G(φin,θin, φout, θout) to a ray that arrives at the scatter-point with (azimuth, elevation) angles (φin,θin) and leaves it with (azimuth, elevation) angles (φout,θout), wherein all the 4 angles are with respect to an LCS attached to the scatter-point.  The gain function G(.) allows an abstract modeling of a combination of reflection, refraction, and attenuation. LCS to GCS translation is part of ‘object drop procedure’, analogous to UE orientation being part of UE drop in TR38.901.
Proposal 12: Identify relevant scatter-points for each Tx-Rx link, based on distance to Tx and Rx. Generate LoS probabilities and LoS states for the links from scatter-point to Tx and Rx using existing TR38.901 methodology. The scatter-point changes the existing 38.901 channel from Tx to Rx only if at least one of these links is LoS (the case when both links are NLoS could be optional). Under this condition, add additional rays/clusters arriving at and departing the scatter-point as follows: 
a) Direct from Tx to scatter-point, coupled with direct from scatter-point to Rx, if both links are LoS
b) Optionally, indirect from Tx to scatter-point, coupled with direct from scatter-point to Rx, if both links are LoS or only scatter-point-to-Rx link is LoS
c) Optionally, direct from Tx to scatter-point, coupled with indirect from scatter-point to Rx, if both links are LoS or only Tx-to-scatter-point link is LoS.
The angles of arrival and departure of the direct rays/clusters among (a,b,c) are determined by geometry based on the relative positions of the Tx, scatter-point, and Rx. Properties of the clusters, such as number of clusters and their angular spread, may be functions of the scatter-point type. The gains and delays of the overall paths from Tx to Rx are determined by cascading the coupled arriving and departing rays/clusters at the object, i.e., multiplying their gains together with the corresponding gain function G(.) described in Proposal 11, and adding their delays.
Proposal 13: Consider the following options in decreasing priority for modeling ‘multi-bounce’ paths, i.e., paths from Tx to Rx that interact with more than one scatter-point:
a) No explicit modelling of physical multiple-bounce paths
b) Modeling of only the LoS propagation on all hops along the multi-bounce path, applied if and only if all those links have LoS state. Limit the number of scatter-points in the multi-bounce path to 2, i.e., maximum of 3 hops from Tx to Rx.
c) Consider NLoS propagation in addition to LoS propagation in (b). 
Proposal 14: Treat large objects as collections of multiple scatter-points with possibly different LCS-to-GCS mappings, angle-based gain functions, and velocities. 
Observation 2: The same types of objects (humans, AGVs, trees, etc) can be sensing target objects in some scenarios and non-target objects in other scenarios. Further, in many scenarios, while there may be one or more primary objects of interest, even the remaining ‘non-primary’ objects may need to be sensed/tracked, for example, to prevent the primary objects from colliding with them.  
Proposal 15. The new object-interaction modeling framework defined for ISAC applies to all physical scatterer objects introduced into the deployment - both sensing target(s) and non-target/environmental/background object(s). The legacy TR38.901 modeling framework applies to stochastic clutter that is not modeled as interaction with a specific physical objects. Thus, the channel model equation is rewritten as 
 
Here  represents the stochastic clutter that uses the legacy TR38.901 framework.  represents all the rays/clusters that travel from the transmitter to the receiver via a specific ordered sequence of scatter-points, interacting with them as per the new modeling framework. The subscript ‘i’ represents the unique sequence index. Each scatter-point may represent either a sensing target or non-target/environmental/background object, and may occur in multiple distinct sequences. Multiple scatter-points may represent the same object. In the particular case when each sequence has only one scatter-point (i.e., no multi-bounce paths) and each object is represented by only one scatter-point,  may be replaced for notational simplicity by 

Proposal 16: The TR38.901 procedures for spatial consistency can be reused for each hop of the cascade of hops from Tx to Rx representing interactions with intermediate scatter-points. The resulting channels can be cascaded to produce the overall spatially consistent sensing channel.
Proposal 17: All aspects of the modeling of physical clusters for bistatic sensing should be reusable for monostatic sensing by setting the Tx and Rx locations to be sufficiently close to or collocated with each other, and applying spatial consistency. Additional aspects of the direct Tx-to-Rx channel should be considered in this case, such as extension of pathloss model for physically close Tx and Rx, and modeling of Tx-to-Rx isolation. If spatial consistency is not enabled, then explicit forcing of some common properties (e.g., LoS state) of Tx-to-object and object-to-Rx links must be enabled.
Proposal 18: Re-use the TR38.901-Section 7.6.10 framework for dual-mobility including velocity of Tx, Rx, and scatter-point, by changing the scatter-point velocity from the stochastic model aggregating multiple scatter-points to the velocity of the specific scatter-point of interest. Re-use the TR38.901-Section 7.6.6 framework for time-varying doppler shift, applying it to time-varying velocity not only of the Rx but also of Tx and scatter-point.
Proposal 19: Consider at least the two models for multi-hop pathloss (in dB) 
· PL2hop(d1,d2)=PL(d1)+PL(d2)+L
· PL2hop(d1,d2)=PL(d1+d2)+L
where L is the loss in dB caused by interaction with the object/scatter-point, and study further which models apply in which scenarios.
Proposal 20: Consider cases where only a single scatter-point is dropped into the scenario. The drop may be random or may be at a specific location in the scenario layout, relative to other nodes (e.g., relative to gNB(s) and/or UE(s)).
Proposal 21: Consider the simplified models of specific objects with gain-functions as proposed in this contribution, as building blocks to model actual sensing targets (such as humans, AGVs, UAVs, vehicles, hazard objects, etc) and clutter. 
Proposal 22: Modeling of RCS of objects should capture both large-scale parameters (pathloss) and small-scale parameters (fast fading) relevant to the interaction of the rays/clusters with the objects. The gain function provides a mechanism to capture both effects.  
5 [bookmark: _Ref450583331]References
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