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1 Introduction
In Rel-18, RAN1 discussed five deployment cases (Case1 to Case3b) for AI/ML positioning depending on where the AI/ML model is running (UE-, gNB-, and LMF-sided) and expected model output (i.e., direct AI/ML vs. AI/ML assisted positioning). TR 38.843 Clause 5.3 [2]
The following are selected as representative sub-use cases: 
-	Direct AI/ML positioning: 
	-AI/ML model output: UE location
e.g., fingerprinting based on channel observation as the input of AI/ML model 
-	AI/ML assisted positioning: 
-AI/ML model output: new measurement and/or enhancement of existing measurement
e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

More specifically, the following Cases are considered for the study:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
One-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI. 
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Figure 1: Cases of AI/ML positioning (D-AIML: Direct AI/ML positioning, A-AIML: AI/ML assisted positioning).



At RAN #102 [1] [2], a new Work Item on artificial intelligence/machine learning for NR air interface has been approved with the following objectives on AI/ML positioning:  Specify all cases for normative work while giving a higher priority to Case1/3a/3b. This decision was made to ensure the timeline of Rel-19 is met for specifying AI/ML positioning. RP-234039  (RAN-102)
Provide specification support for the following aspects:

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

It should be noted that the second priority cases, i.e., Case2a and Case2b, are the mirroring cases to some 1st priority ones, i.e., Case3a and Case3b, respectively. There are also many common features between UE cases (Case1/2a), especially for data collection, training, monitoring, capabilities, and ensuring consistency between training and inference. To achieve good progress in Rel-19, when it comes to discuss common features, we propose to discuss cases together irrespective of their priority. 
Observation 1: For specification support for AI/ML positioning at UE side (Case1/2a), common specifications can be scoped and jointly discussed for Case1 and Case2a without waiting for full completion of Case1.










In previous meeting (RAN1#116bis), FL suggested the following key issues for discussion in RAN1#117.R1-2403741  (RAN1#116bis) FL summary and highlights for RAN1#117
Looking forward to RAN1#117, several issues left over from RAN1#116bis are highlighted below. 
· Sample-based vs path-based measurements (see section 7.1). In RAN1#116bis, delegates had the opportunities to share information and exchange views, although convergence was not possible. Companies are encouraged to continue to investigate the issues, including the ambiguity issues and the agreement made in RAN#116. The goal is to make a decision in RAN1#117. 
· Phase information for determining model input (see section 2.4). No progress was possible in RAN1#116bis. Companies are encouraged to share views on this topic, considering the two types of phase information: (a) CIR; (b) Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP.
· Whether a new case should be added to support multi-RTT (see Proposal 2.2.2-2 in section 2.2.2). Specifically, whether Case 2b and Case 3b can be used together to support multi-RTT. Decision on this topic will have large impact on RAN2/RAN3 discussion, and this use case is not explicitly in scope in the WID. If RAN1 decides to recommend it, then RAN2/RAN3 should be notified to check whether RAN2/RAN3 are also supportive. Thus this topic should be handled earlier rather than later, due to the impact to RAN2/RAN3 groups.
· On consistency between training and inference (see section 5.2): there was no time to explore this in RAN1#116bis. We can kick off this topic in RAN1#117.
 


In this document, we discuss the following:
(1) Section 2: Model input  enhanced measurement/reporting, including discussion on (a) sample- vs. path-based measurement reporting, (b) necessity of phase reporting, (c) referencing timing for multi-RTT and Case2b,
(2) Section 3: Model output enhanced measurement/reporting,
(3) Section 4: Remaining aspects related data collection, including labelling assistance, RS configuration and activation, and NW conditions, 
(4) Section 5: Aspects related to inference, including assistance and configurations for RS, reporting, and training and inference consistency
(5) Section 6: Aspects related to monitoring assistance, 
(6) Section 7: Other aspects related to UE capabilities and  LCM (Life Cycle Management). 

Our previous Rel-19 meetings contributions can be found in [3] [4]. 

Terminology: In our document and for simplicity, we use Alt-A for referring to “alternative (a) sample-based measurements” and Alt-B for referring to “alternative (b) path-based measurements”.  We also use timing-quantized measurement for referring to sample and timing-quantized grid for referring to sampling grid.

2 AI/ML positioning model input aspects 

In Rel-18 study item, RAN1 evaluated different types of measurements for AI/ML model input depending on their content (timing, power, and/or phase info). The following measurements were considered:
· CIR:  includes paths/samples timing, power, and phase info of channel response.
· PDP:  includes paths/samples timing and power info of channel response.
· DP:  includes paths/samples timing info of channel response.




The following are some key aspects that RAN1 needs to discuss for specification regarding model input:
· Aspect-A: Necessity of specifying model input depending on the applicable deployment case (i.e., Case1 to Case3b)
· Aspect-B: Measurement generation
· Aspect-C: Measurement referencing 
· Aspect-D: Measurement types (phase reporting)
· Aspect-E: Measurement reporting size and quantity

Aspect-A: Necessity of specifying model input 
The necessity of specifying measurements for model input depends on whether they need to be reported for inference purpose. In Case1/2a/3a, the model is running at UE and gNB side and there is no need to report model input to another entity during inference. Therefore, we find there is no necessity to specify measurements and discuss the alternatives of measurement  generation in Case1/2a/3a. For Case2b/3b, the measurements are generated by UE and gNB, and hence it makes sense to specify them and discuss alternatives of measurement generation.  
Observation 2: For AI/ML positioning inference and data collection in Case1/2a/3a, specifying measurements for model input and discussing alternatives for measurement generation are not necessary.

Aspect-B: Measurement generation 

In previous meeting RAN1#116, companies agreed to investigate two alternatives for generating time domain channel measurements related to model input. Companies also agreed to discuss the necessity of specifying these alternatives to different cases (i.e., Case1 to Case3b). We next provide inputs regarding these aspects. Agreement  (RAN1#116 – 9.1.2)
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.



Motivation of studying alternatives for measurement generation: “alternative (a) sample-based measurement” was introduced and motivated as solution to a claimed inconsistency issue between training and inference for path selection due to different implementations. It was claimed, that for a UE at given location, two implementations can provide different timing and power information when reporting first path and additional path measurements (i.e., “alternative (b) path-based measurement”). However, as we discuss next, the sample-based measurement alternative is also subject to such variances in implementations that can also result in different timing and information when reporting measurements corresponding to a UE at given location. For simplicity, we use Alt-A for referring to “alternative (a) sample-based measurements” and Alt-B for referring to “alternative (b) path-based measurements”.  

We find that RAN1 group should follow these guidelines to build understanding on necessity and potential issues for measurement generation:
· Issue-B1: Clarify definition of Alt-A and Alt-B measurement generation alternatives
· Issue-B2: Enabling Alt-A and/or Alt-B using existing reporting scheme (up to Rel-18)
· Issue-B3: Understand potential uncertainties in Alt-A and Alt-B measurement due to implementation
· Issue-B4: Evaluate impact of Alt-A and Alt-B implementation uncertainties on AI/ML positioning performance
· Issue-B5: Potential solutions to reduce effect of implementation uncertainties (if needed)

Issue-B1: Definition of Alt-A and Alt-B measurements
Definition of Alt-A: For Alt-A measurements, RAN1 group considered some agreements to help alignment on evaluations during Rel-18 study item. The terminology used in these agreements was not intended for support in specifications but to help in evaluations. TR 38.843 Clause 6.4.1 - Evaluation assumptions, methodology and KPIs [2]

For the model input used in evaluations of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of consecutive time domain samples. If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input. 
For evaluation of AI/ML based positioning, when time domain samples are used as model input and sub-sampling is applied, the selection of N't measurements is based on the strongest power, unless explicitly stated otherwise. When sub-sampling is applied the N't measurement are not necessarily consecutive in time.
-	Training dataset and test dataset use the same measurement selection method (e.g., strongest power) unless explicitly stated otherwise.
-	Other selection methodologies for N't measurements are also evaluated, and are not precluded.

For evaluations, companies used the following values for sampling period:
-	16 Sources used the following sampling period:
-	Sampling period = 1/(Nf ×∆f). For FR1, sampling period = 1/(4096×30)=8.14 (ns), where Nf =4096 according to 38.211, and ∆f =30 kHz is the subcarrier spacing. 
-	1 Source used: sampling period = 4.069 ns



Our understanding for Alt-A is that device needs to find a time-domain channel response and determine measurements on timing-quantized grid (i.e., sampling gird). We refer to sample and timing-quantized measurement as interchangeable terminologies. The device may consider:
· Consecutive window of Nt timing-quantized measurements
· Subsample N’t measurements within the window of Nt timing-quantized measurements (e.g., strongest measurements)

We find the definition of Alt-A still requires further details, including at least:
· Generation of time-domain channel response: There can be multiple algorithms/methods on how to generate a time-domain channel response and the resultant time-domain channel response may experience some differences according to the used method.
· Determining the granularity of timing-quantized grid (i.e., sampling period) and length of the grid
· Determining how the timing-quantized grid to be aligned with channel time-domain response (including timing location of grid’s first timing-quantized measurement): The physical channel time-domain response is a continuous function and the generation of its realization at receiver is a discrete version. There can be infinite number of choices on to align this discrete version on the continuous waveform.
· Determining the criteria for placing the window of Nt timing-quantized measurements on the time-quantized gird
· Determining the criteria for subsampling the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird

For Alt-A, to maintain consistency and exact reporting during training and inference (if needed), the device should abide to specifications to address at least the above details. Otherwise, the Alt-A carry uncertainties and differences as claimed for Alt-B (path-based measurements).   From our perspective, specifying above details requires a lot of specifications and puts big constrains on implementation which can jeopardize the flexibility of implementation. 
Observation 3: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-A (sample-based measurement) generation still lacks further details, including at least:
· Generation of time-domain channel response
· Determining the granularity of timing-quantized grid (i.e., sampling period) and length of the grid
· Determining how the timing-quantized grid to be aligned to channel time-domain response, including timing location of grid’s first timing-quantized measurement (i.e., obtaining the discrete version of channel time-domain response)
· Determining the criteria for placing the window of Nt timing-quantized measurements on the time-quantized gird
· Determining the criteria for subsampling the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird.

Observation 4: For AI/ML positioning channel measurement generation for model input Case2b/3b, maintaining exact and consistent reporting using Alt-A (sample-based measurement) requires further definition that puts a lot of constrains on implementation and can jeopardize implementation flexibility.

Definition of Alt-B:  For Alt-B measurements (path-based measurement), RAN1 group has the underlying assumption that existing additional path reporting (up to Rel-18) can be an exemplifying example. The definition of existing additional path reporting relies on relative timing for UL and time difference for DL. For DL, taking time difference between arrivals helps mitigating timing uncertainties due to static and dynamic timing errors or offsets. The methodology on how device finds the first path is left for implementation but RAN4 considers accuracy test requirements for the detection of the first relative path which helps having alignment for reporting of the first path when considering different implementations. 
 
 Observation 5: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-B (path-based measurement) generation can be based on existing additional path measurements (up to Rel-18).
Observation 6: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-B (path-based measurement) generation, at least for first path timing, can be aligned with RAN4 accuracy tests (up to Rel-18).

Issue-B2: Reporting Alt-A and/or Alt-B measurements using existing signaling
Existing specifications support reporting multiple timing and power measurements for a positioning resource as part of additional path measurements reporting signaling:


 
Whether RAN1 group decides to adopt Alt-A, Alt-B, both Alt-A and Alt-B, or a hybrid option, we note that existing reporting signaling (e.g., additional path measurement reporting) can be considered as a starting point to enable such reporting. RAN1 can scope enhancements to existing signaling (if supported) to realize them. For example, in existing reporting, the following can be considered, as starting point, at least for Alt-A (if supported), e.g., Case2b: TS 37.355 Clause 6.4.3
NR-AdditionalPathList 


-- ASN1START
NR-AdditionalPathList-r16 ::= SEQUENCE (SIZE(1..2)) OF NR-AdditionalPath-r16
NR-AdditionalPathListExt-r17 ::= SEQUENCE (SIZE(1..8)) OF NR-AdditionalPath-r16
NR-AdditionalPath-r16 ::= SEQUENCE {
	nr-RelativeTimeDifference-r16	CHOICE {
				k0-r16					INTEGER(0..16351),
				k1-r16					INTEGER(0..8176),
				k2-r16					INTEGER(0..4088),
				k3-r16					INTEGER(0..2044),
				k4-r16					INTEGER(0..1022),
				k5-r16					INTEGER(0..511),
				...,
				kMinus6-r18				INTEGER(0..1046401),
				kMinus5-r18				INTEGER(0..523201),
				kMinus4-r18				INTEGER(0..261601),
				kMinus3-r18				INTEGER(0..130801),
				kMinus2-r18				INTEGER(0..65401),
				kMinus1-r18				INTEGER(0..32701)
	},
	<some IEs skipped>
	nr-DL-PRS-RSRPP-r17				INTEGER (0..126)						OPTIONAL
}
-- ASN1STOP



· Alignment of first timing-quantized measurement of grid (e.g., first sample in grid of Alt-A)  can be referenced with help of reference TRP IE dl-PRS-ReferenceInfo-r16 as defined in TS 37.355. For example, the centre of grid can be aligned with reference TRP,
· Granularity of timing for the grid (e.g., sampling period in Alt-A) can be realized by controlling the timing quantization resolution, e.g., IEs k0-r16, …, k5-r16, kMinus1-r18,…, kMinus6-r18 as defined in TS 37.355,
· Placement of window of Nt timing-quantized measurements can be referenced with respect of first path timing, e.g., IE nr-RSTD-r16 as defined in TS 37.355, 
· Reporting of timing information of timing-quantized measurements (e.g., timing of samples in Alt-A) can be indicated using IE nr-RSTD-r16 and IE nr-RSTD-ResultDiff-r16 as defined in TS 37.355,
· Reporting of power information of timing-quantized measurements (e.g., power samples in Alt-A) can be enabled using IE nr-DL-PRS-RSRP-Result-r16 and IE nr-DL-PRS-RSRP-ResultDiff-r16 as defined in TS 37.355.

For Alt-B path-based measurements, RAN1 can naturally consider the exiting IEs for reporting measurements. We find that RAN1 should strive to reuse existing IEs when considering reporting for Alt-A (if needed) and/or Alt-B.  

Observation 7: For AI/ML positioning channel measurement generation for model input Case2b/3b, existing reporting scheme can be repurposed and enhanced to report Alt-A (if supported) or Alt-B measurement. For example, the following can be considered to enable Alt-A reporting (if supported) for Case2b: 
· Alignment of first timing-quantized measurement of grid (e.g., first sample in grid of Alt-A)  can be referenced with help of reference TRP IE dl-PRS-ReferenceInfo-r16
· Granularity of timing for the grid (e.g., sampling period in Alt-A) can be realized by controlling the timing quantization resolution, e.g., IEs k0-r16, …, k5-r16, kMinus1-r18,…, kMinus6-r18
· Placement of window of Nt timing-quantized measurements can be referenced with respect of first path timing, e.g., IE nr-RSTD-r16  
· Reporting of timing information of timing-quantized measurements (e.g., timing of samples in Alt-A) can be indicated using IE nr-RSTD-r16 and IE nr-RSTD-ResultDiff-r16
· Reporting of power information of timing-quantized measurements (e.g., power samples in Alt-A) can be enabled using IE nr-DL-PRS-RSRP-Result-r16 and IE nr-DL-PRS-RSRP-ResultDiff-r16. 

Proposal 1: For AI/ML positioning channel measurement generation for model input Case2b/3b, irrespective of whether RAN1 adopts Alt-A (if supported) and/or Alt-B measurements, RAN1 strives to reuse and enhance existing reporting framework and information to enable measurement reporting.
TS 37.355 Clause 6.5.10.4
NR-DL-TDOA-SignalMeasurementInformation
-- ASN1START

NR-DL-TDOA-SignalMeasurementInformation-r16 ::= SEQUENCE {
[bookmark: _Hlk30954207]	dl-PRS-ReferenceInfo-r16		DL-PRS-ID-Info-r16,
	nr-DL-TDOA-MeasList-r16			NR-DL-TDOA-MeasList-r16,
	<some IEs skipped>
}
NR-DL-TDOA-MeasList-r16 ::= SEQUENCE (SIZE(1..nrMaxTRPs-r16)) OF NR-DL-TDOA-MeasElement-r16
NR-DL-TDOA-MeasElement-r16 ::= SEQUENCE {
	<some IEs skipped>
	nr-RSTD-r16						CHOICE {
			k0-r16						INTEGER (0..1970049),
			k1-r16						INTEGER (0..985025),
			k2-r16						INTEGER (0..492513),
			k3-r16						INTEGER (0..246257),
			k4-r16						INTEGER (0..123129),
			k5-r16						INTEGER (0..61565),
			...,
			kMinus6-r18					INTEGER (0..126083073),
			kMinus5-r18					INTEGER (0..63041537),
			kMinus4-r18					INTEGER (0..31520769),
			kMinus3-r18					INTEGER (0..15760385),
			kMinus2-r18					INTEGER (0..7880193),
			kMinus1-r18					INTEGER (0..3940097)
	},
	nr-AdditionalPathList-r16		NR-AdditionalPathList-r16						OPTIONAL,
	nr-TimingQuality-r16			NR-TimingQuality-r16,
	nr-DL-PRS-RSRP-Result-r16		INTEGER (0..126)								OPTIONAL,
	nr-DL-TDOA-AdditionalMeasurements-r16
									NR-DL-TDOA-AdditionalMeasurements-r16			OPTIONAL,
	<some IEs skipped>
	nr-AdditionalPathListExt-r17		NR-AdditionalPathListExt-r17				OPTIONAL,
	nr-DL-TDOA-AdditionalMeasurementsExt-r17
										NR-DL-TDOA-AdditionalMeasurementsExt-r17	OPTIONAL
	<some IEs skipped>
}
<some IEs skipped>
NR-DL-TDOA-AdditionalMeasurements-r16 ::= SEQUENCE (SIZE (1..3)) OF
													NR-DL-TDOA-AdditionalMeasurementElement-r16
NR-DL-TDOA-AdditionalMeasurementsExt-r17 ::= SEQUENCE (SIZE (1..maxAddMeasTDOA-r17)) OF
													NR-DL-TDOA-AdditionalMeasurementElement-r16
<some IEs skipped>
NR-DL-TDOA-AdditionalMeasurementElement-r16 ::= SEQUENCE {
	<some IEs skipped>
	nr-RSTD-ResultDiff-r16			CHOICE {
			k0-r16						INTEGER (0..8191),
			k1-r16						INTEGER (0..4095),
			k2-r16						INTEGER (0..2047),
			k3-r16						INTEGER (0..1023),
			k4-r16						INTEGER (0..511),
			k5-r16						INTEGER (0..255),
			...,
			kMinus6-r18					INTEGER (0..524224),
			kMinus5-r18					INTEGER (0..262112),
			kMinus4-r18					INTEGER (0..131056),
			kMinus3-r18					INTEGER (0..65528),
			kMinus2-r18					INTEGER (0..32764),
			kMinus1-r18					INTEGER (0..16382)
	},
	nr-TimingQuality-r16			NR-TimingQuality-r16,
	nr-DL-PRS-RSRP-ResultDiff-r16	INTEGER (0..61)									OPTIONAL,
	nr-AdditionalPathList-r16		NR-AdditionalPathList-r16						OPTIONAL,
	<some IEs skipped>
	nr-DL-PRS-FirstPathRSRP-ResultDiff-r17	INTEGER (0..61)				OPTIONAL,
	<some IEs skipped>
	nr-AdditionalPathListExt-r17	NR-AdditionalPathListExt-r17					OPTIONAL
	<some IEs skipped>
}
<some IEs skipped>
-- ASN1STOP




Issue-B3: Uncertainties in Alt-A and Alt-B measurements

The following can be sources that can cause uncertainty in realized measurements of both Alt-A and Alt-B, and some can translate to timing errors/shifts or changes in the shape of time-domain channel response:
· Uncertainty due to NW synchronization errors (e.g., relative time difference between TRPs)
· Uncertainty due to gNB TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to UE TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to TRP/gNB clock timing errors and drifts
· Uncertainty due to UE clock timing errors and drifts
· Uncertainty due to determining OFDM symbol boundaries (e.g., uncertainty in FFT window alignment in time domain (if FFT is used))
· Uncertainty due to generation of time-domain channel response (e.g., algorithm/methodology used to generate power delay profile starting from a frequency-domain channel response (if such conversion is used))

In addition, Alt-A can also experience other uncertainties that Alt-B may not experience such as:
· Uncertainty associated with determining how the timing-quantized grid to be aligned to channel time-domain response (including timing location of grid’s first timing-quantized measurement)
· Uncertainty associated with placing the window of Nt timing-quantized measurements on the timing-quantized gird
· Uncertainty associated with subsampling methodology of the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird.
For Alt-B, it can experience other uncertainties that Alt-A may not have such as:
· Uncertainty associated with path finding methodology

Observation 8: For AI/ML positioning channel measurement generation for model input Case2b/3b, the following are uncertainties that can be realized due to different implementations and can result in timing errors/shifts or changes in shape of time-domain channel response:
· Uncertainties common to Alt-A and Alt-B:
· Uncertainty due to NW synchronization errors (e.g., relative time difference between TRPs)
· Uncertainty due to gNB TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to UE TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to TRP/gNB clock timing errors and drifts
· Uncertainty due to UE clock timing errors and drifts
· Uncertainty due to determining OFDM symbol boundaries (e.g., uncertainty in FFT window alignment in time domain (if FFT is used))
· Uncertainty due to generation of time-domain channel response (e.g., algorithm/methodology used to generate power delay profile starting from a frequency-domain channel response (if such conversion is used))
· Uncertainties specific to Alt-A:
· Uncertainty associated with determining how the timing-quantized grid to be aligned to channel time-domain response (including timing location of grid’s first timing-quantized measurement)
· Uncertainty associated with placing the window of Nt timing-quantized measurements on the time-quantized gird
· Uncertainty associated with subsampling methodology of the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird.
· Uncertainties specific to Alt-B:
· Uncertainty associated with path finding methodology

Bounding uncertainties using RAN4 tests and time difference referencing

It should be noted that existing positioning methods supported in specifications are also subject to some of above uncertainties due to difference implementations. In realistic deployments, it is expected that LMF can experience variance in positioning accuracy at given UE location due to above uncertainties, including those associated with path finding. To bound this variance, RAN4 considers accuracy tests to align different path finding implementations and assure certain accuracy bound can be achieved for some testing scenarios. For example, RAN4 specifications states accuracy requirements for RSTD measurement shall be within ±(X+Y+Z) Tc, expressed in basic timing unit Tc defined in TS 38.211, where X is defined based on channel test (e.g., AWGN or fading channel) and can have different values depending on subcarrier spacing (SCS), PRS bandwidth, etc., as shown in Table 4.15.5.3 as defined in TS 37.571, Y is defined based on the time offset between the two PRS resource instances from the reference cell and the neighbour cell, and Z is defined as a margin that also depends on SCS and PRS bandwidth, as shown in Table 4.15.5.5. In one example, the accuracy test requirement can be , which translates to around 38.46 nanoseconds. 

Observation 9: For both existing positioning and AI/ML positioning methods, variance in positioning accuracy due to implementation differences is should be expected and bound on accuracy requirement can ensured with testing. 

 In addition, existing reporting (up to Rel-18) consider time difference and relative difference of arrival for measurements when reporting first path and additional path measurements, which basically cancel many of uncertainties (e.g., timing errors and drifts). The above tests and timing error mitigations can be naturally realized for Alt-B measurements and reduce its uncertainties. 


Observation 10: For AI/ML positioning channel measurement generation for model input Case2b/3b, uncertainties related to Alt-B can be bounded by RAN4 accuracy tests. In addition, Alt-B measurements can adopt legacy timing referencing (e.g., time difference with a reference TRP) to mitigate many of timing uncertainties at least for Case2b. 

Example of RAN4 accuracy tests for DL-TDOA RSTD measurements

TS 37.571 Clause 4.15/4.15.5
4.15	DL-TDOA test conditions
[bookmark: _Toc83678014][bookmark: _Toc90628735]4.15.5	Measurement Accuracy Requirements
The accuracy requirements for RSTD measurement shall be within ±(X+Y+Z) Tc.
X is defined in Table 4.15.5-1 for AWGN channel and Table 4.15.5-3 for fading channel for FR1, provided that the following conditions are met.
-	Conditions defined in clause 7.3 of TS 38.101-1 [54] for reference sensitivity are fulfilled.
-	Conditions for RSTD measurements are fulfilled according to TS 38.133 Annex B.2.14 for a corresponding Band for each relevant PRS resource configured for measurement.
-	UE does not perform positioning measurement with reduced number of samples.
<skipped other X definitions for space limit reason>
Note: The requriements for fading channel in this clause are derived based on TDL-A (30 ns delay spread, 5Hz) and TDL-C (60 ns delay spread, 300 Hz) channel models for FR1 and FR2 respectively.
When UE measures RSTD on PRS resources belonging to different PFLs, then the RSTD accuracy is defined as the accuracy corresponding to the largest accuracy value among different PFLs.
If the UE doesn’t support Rx TEG reporting for RSTD measurement or when the measurements of reference cell and neighbour cell belong to different Rx TEGs, Y, Z and Δ are defined as follows:
-	When UE measures RSTD on PRS resources belonging to same PFL, Y=32 Tc, provided that the time offset between the two PRS resource instances from the reference cell and the neighbor cell, which are used for a single RSTD estimate, is no greater than 160 ms.
-	When UE measures RSTD on PRS resources belonging different PFLs, Y=256 Tc, provided that the time offset between the two PRS resource instances from the reference cell and the neighbor cell, which are used for a single RSTD estimate, is no greater than 1280 ms.
-	Z is defined in Table 4.15.5-5 for FR1 and Table 4.15.5-6 for FR2, respectively.
-	Δ is zero for single PFL, and is defined in Table 4.15.5-5a for FR1 and Table 4.15.5-6a for FR2, respectively, for dual PFL.
<skipped other notes when UE supports Rx TEG for space limit reason>
<skipped other tables 4.15.5-1/2/4/5a/6/6a/7/8 for space limit reason>
Table 4.15.5-3: RSTD absolute accuracy in FR1 for fading channel
Accuracy
Conditions

PRS Ês/Iot
PRS SCS
PRS bandwidth
Note 1
PRS resource repetition ()
Note 2
Io Note 3 range





NR operating band groups Note 4
Minimum Io 
Maximum Io
Tc Note 5
dB
kHz
RB


dBm/SCS 
dBm/BWChannel
247 +ΔNote 7
(PRS Ês/Iot)ref ≥-6dB

(PRS Ês/Iot)i ≥-13dB
15
≥ 24
≥ 4
NR_FDD_FR1_A, NR_TDD_FR1_A, NR_SDL_FR1_A
-121
-50





NR_FDD_FR1_B
-120.5
-50





NR_TDD_FR1_C
-120
-50





NR_FDD_FR1_D, NR_TDD_FR1_D
-119.5
-50





NR_FDD_FR1_E, NR_TDD_FR1_E
-119
-50





NR_FDD_FR1_F
-118.5
-50





NR_FDD_FR1_G
-118
-50





NR_FDD_FR1_H
-117.5
-50
140 +Δ


≥ 52
≥ 1
Note 6
Note 6
Note 6
86 +Δ


≥ 104
≥ 1
Note 6
Note 6
Note 6
118 +Δ

30
≥ 24
≥ 4
NR_FDD_FR1_A, NR_TDD_FR1_A, NR_SDL_FR1_A
-118
-50





NR_FDD_FR1_B
-117.5
-50





NR_TDD_FR1_C
-117
-50





NR_FDD_FR1_D, NR_TDD_FR1_D
-116.5
-50





NR_FDD_FR1_E, NR_TDD_FR1_E
-116
-50





NR_FDD_FR1_F
-115.5
-50





NR_FDD_FR1_G
-115
-50





NR_FDD_FR1_H
-114.5
-50
109 +Δ


≥ 48
≥ 1
Note 6
Note 6
Note 6
28 +Δ


≥ 132
≥ 1
Note 6
Note 6
Note 6
147 +Δ

60
≥ 24
≥ 4
NR_FDD_FR1_A, NR_TDD_FR1_A, NR_SDL_FR1_A
-115
-50





NR_FDD_FR1_B
-114.5
-50





NR_TDD_FR1_C
-114
-50





NR_FDD_FR1_D, NR_TDD_FR1_D
-113.5
-50





NR_FDD_FR1_E, NR_TDD_FR1_E
-113
-50





NR_FDD_FR1_F
-113.5
-50





NR_FDD_FR1_G
-113
-50





NR_FDD_FR1_H
-111.5
-50
27 +Δ


≥ 64
≥ 1
Note 6
Note 6
Note 6
21 +Δ


≥ 132
≥ 1
Note 6
Note 6
Note 6
NOTE 1:	Minimum PRS bandwidth, which is minimum of the PRS bandwidths of the reference resource and the measured neighbour resource i.
NOTE 2:	Minimum number of PRS resource repetitions among the reference resource and the measured neighbour resource i.  are configured by higher layer parameter dl-PRS-ResourceRepetitionFactor, dl-PRS-NumSymbols and dl-PRS-CombSizeNdefined in TS 37.355 [49], respectively.
NOTE 3	Io is assumed to have constant EPRE across the bandwidth.
NOTE 4:	NR operating band groups in FR1 are as defined in TS 38.133[50] clause 3.5.2.
NOTE 5:	Tc is the basic timing unit defined in TS 38.211 [53].
NOTE 6:	The same bands and the same Io conditions for each band apply for this requirement as for the corresponding requirement with the PRS bandwidth of the smallest RB number for the corresponding SCS.
NOTE 7:	Δ= 0 for single PFL, Δ= TBD for dual PFL.

Table 4.15.5-5: Margin for RSTD measurement accuracy in FR1
PRS BW (RB number)
Margin (Tc)
SCS=15kHz
SCS=30kHz
SCS=60kHz

≥ 24
N/A
N/A
120
≥ 52
≥ 24
N/A
72
≥ 104
≥ 48
≥ 24
36
N/A
≥ 132
≥ 64
16
N/A
N/A
≥ 132
12



Issue-B4: Positioning accuracy of Alt-A and Alt-B with uncertainties
We conduct evaluations to understand performance differences between Alt-A and Alt-B in ideal settings (i.e., without uncertainties) and realistic settings (i.e.,  with uncertainties).
Evaluation setup
We consider the following settings in our evaluations:
· Alt-A: Device finds the top N’t strongest power timing-quantized measurements in channel time-domain response and reports their strength (i.e., power) along with their sampling indices. There can be different realizations of observed measurements on the timing-quantized gird due to timing uncertainties. Therefore, we consider multiple implementations with different assumptions of their timing uncertainties, as follow:
· A first implementation whose timing uncertainty considered as baseline (“first timing uncertainty”)
· A second implementation whose timing uncertainty (we call “second timing uncertainty”) can be up to ±10 nanoseconds different from the timing uncertainty of the first implementation 
· A third implementation whose timing uncertainty (we call “third timing uncertainty”) can be up to ±20 nanosecond different from first timing uncertainty of the first implementation.
As can be seen, the third implementation has the widest timing uncertainty and includes uncertainty ranges of other two implementations. It should be also noted that we have not yet accounted for other uncertainties of Alt-A as we discussed in Issue-B3.
· Alt-B: Device finds N’t paths in channel time domain response and reports their timing and power information. Different devices may use different methods for peak/path finding, which could be different between training and inference. Therefore, we consider multiple methods with different criteria for determining paths power and timing:
· Method1: Device finds up to N’t earliest paths and reports and reports their closest timing-quantized tap-level power level and timing indices. Device may also add additional measurements (up to N’t) whose timing close to detected paths if number of paths found to be less than N’t. 
· Method2: Device finds up to N’t earliest paths and reports their closest timing-quantized tap-level power level and timing indices. 
· Method3: Device finds up to N’t earliest paths and reports their interpolated power level (e.g., interpolating power of two adjacent timing-quantized taps) and their timing indices. 
In Method2 and Method3, device reports different power values for the same detected path. For fair comparison of Alt-B with Alt-A, we also include timing errors considered for methods of Alt-A (i.e., mixture of first, second, and third timing uncertainties) when applicable.  
· Other common simulation settings: For both alternatives, we consider the InF-DH scenario with clutter of {60%,6m, 2m} with 100 MHz. We also provide evaluations with 25 MHz to investigate potential advantages of the two schemes in smaller bandwidth settings. Evaluations consider UEs deployed in the 120mx60m region. We use the same model structure and complexity for the two alternatives. Training considers the same set of samples (16k samples) and testing consider a separate set of samples (2k samples).  The rest of our evaluation parameters are aligned with baseline evaluation parameters of Rel-18 SI. 
· Reporting overhead: Model input considers paired time and power information.  We consider timing and power information are indicated with same format for both alternatives, and hence both alternatives have same reporting overhead for each timing-quantized/path timing and power information. For N’t, we consider the maximum number of additional paths (i.e., N’t =9) in existing specifications as baseline for comparisons. For Alt-A, device always reports N’t =9 timing-quantized samples with their paired timing and power information. For Alt-B, device reports up to N’t =9 paths with their paired timing and power information. The reporting overhead of Alt-B can be less or equal to that of Alt-A.

We focus on investigating the following evaluation aspects:
· Baseline performance: Positioning accuracy at 100MHz of Alt-A and Alt-B with ideal settings of no uncertainty differences between training and inference (i.e., consistent training and inference). Each alternative considers same method/implementation and timing uncertainties (i.e., matching training and inference with same implementation).
· Impact of bandwidth: We also evaluate positioning accuracy of baseline Alt-A and Alt-B measurements with matching training and inference implementation but at smaller bandwidth of 25MHz. 
· Impact of implementation uncertainties: We evaluate positioning accuracy of Alt-A when training and inference considers different implementations with different timing uncertainties. We also investigate positioning accuracy of Alt-B when training and inference consider different path finding methods for training and inference. In addition, we consider impact of timing uncertainty to Alt-B methods (like Alt-A).
· Resolving uncertainties by training on mixture of implementation uncertainties: We evaluate positioning accuracy when model is trained with mixture of measurements obtained using different implementations uncertainties of Alt-A and Alt-B measurements (i.e., mixed dataset with measurements collected from devices with different timing uncertainties and/or peak finding methods due to different implementations). This training maps to realistic deployment in which data collection can include diverse implementations for measurement generation (e.g., from different vendors or device categories). 



Observations
We observe the following characteristics for the two alternatives:
· When training and inference consider consistent implementation (same implementation for training and inference), Alt-B shows slightly better performance than Alt-A. This applies to both large and small bandwidth settings, as in Table 1. One reason behind this is because Alt-B picks measurements that characterize the physical multipath of the underlying wireless channel while Alt-A picks strongest power timing-quantized measurements without paying attention on whether they belong a physical path. For Alt-A, the strongest power timing-quantized measurements can be clustered around one path and under-representing other additional multipath components.  

[bookmark: _Ref166161741]Table 1 Horizontal positioning error (meter) @ 90%tile for Alt-A and Alt-B measurements under BW of 25MHz and 100MHz. Training and inference consider same implementation (ideal setting)  (training size: 16k samples; testing size: 2k samples; training/inference scenario InF-DH {60%, 6m, 2m} model complexity: 37K parameters; model input: based on paired timing and power info of up to N’t=9 timing-quantized/path measurements)
	Method
	25 MHz
	100 MHz

	Alt-A (Same implementation for training and inference (“first timing uncertainty”))
	2.91
	1.82

	Alt-B (Same implementation for training and inference (“Method1 for path finding and first timing uncertainty”))
	2.81
	1.79




· When training and inference consider inconsistent implementation (i.e., different implementations), Alt-A shows significant degradation, as in Table 3. Alt-B also shows loss in positioning accuracy when implementation during inference is different from training. However, Alt-B shows better robustness to implementation uncertainties than Alt-A. In addition, training on mixture of implementations seems to enhance generalization performance for two alternatives, but Alt-B seems to achieve higher accuracy than Alt-A when trained on mixture of implementations. Again, as we stated before, the is because Alt-B picks measurements that better characterize the underlying multipath environment. For example, when uncertainty on timing and path finding both included, Alt-B’s positioning error is 2.13m to 2.28m, while for Alt-A, the positioning error with timing uncertainty can achieve accuracy of 2.43m to 2.63m. It should be also noted that we have not yet accounted for other uncertainties of Alt-A and the performance can be even worse for Alt-A. 

[bookmark: _Ref166162465]Table 3 Horizontal positioning error (meter) @ 90%tile for Alt-A and Alt-B measurements under inconsistent training and inference implementations (realistic settings) (training size: 16k samples; inference size: 2k samples; training/inference scenario InF-DH {60%, 6m, 2m};  100MHz; model complexity: 37K parameters; model input: based on paired timing and power info of N’t=9 timing-quantized/path measurements)
	Training/Inference
	Alt-A (first timing uncertainty)
	Alt-A (second timing uncertainty)
	Alt-A (third timing uncertainty)

	Alt-A (first timing uncertainties)
	1.82
	2.97
	5.38

	Mix. of Alt-A implementations (mixture of timing uncertainties)
	2.43
	2.45
	2.63

	Training/Inference
	Alt-B Method1 (first timing uncertainty)
	Alt-B Method2 (first timing uncertainty)
	Alt-B Method3 (first timing uncertainty)

	Alt-B Method1 (first timing uncertainty)
	1.79
	2.12
	2.12

	Mix. of Alt-B implementations (Methods1/2/3 and first timing uncertainty)
	1.77
	1.87
	1.86

	Training/Inference
	Alt-B Method1 (third timing uncertainty)
	Alt-B Method2 (third timing uncertainty)
	Alt-B Method3 (third timing uncertainty)

	Mix. of Alt-B implementations (Methods1/2/3 and mixture of timing uncertainties) 
	2.13
	2.27
	2.28




Observation 11: For time domain channel measurement in AI/ML positioning Case2b/3b, the two alternatives considered by RAN1, i.e., Alt-A sample-based measurements and Alt-B path-based measurements, have the following evaluation observations based on our model:
· Alt-B can show better accuracy than Alt-A for both small and large bandwidth
· Alt-B can show better robustness to implementations uncertainty than Alt-A
· Training on measurements obtained from mixture of implementations can help enhance robustness for Alt-B against implementations uncertainty
Other alternatives
We also consider other alternatives for measurement generation as listed in Table 3.  These alternatives can be considered to build on existing reporting. These methods consider device to report timing-quantized measurements that are referenced with respect to the first detected path. 
· In Method1 and Method2, device aligns window of consecutive timing-quantized measurements with respect to first detected path 
· In Method3,  device picks strongest power timing-quantized measurements starting from first detected path
· In Method4 and Method5,  device picks some consecutive and strongest power timing-quantized measurements starting from first detected path, respectively, but also consider additional path measurements.

By comparing positioning error of Method1/2/3 and Method4/5, we observe that positioning accuracy improves as the device includes additional path measurements, and this is because additional path measurements well-represent the multipath environment and provide meaningful features to model input and learning process.




[bookmark: _Ref166168441]Table 3 Horizontal positioning error (meter) @ 90%tile for other alternative for measurement generation under consistent training and inference implementation (training size: 16k samples; inference size: 2k samples; training/inference scenario InF-DH {60%, 6m, 2m}, 100 MHz; model complexity: 37K parameters; model input: based on paired timing and power info of N’t=9 N’t=9 timing-quantized/path measurements)
	Other alternatives
	Method description
	Positioning error (meter) at 90%tile

	Method1
	Device reports first path and N’t-1 consecutive timing-quantized measurements starting from first path
	2.55

	Method2
	Device reports first path and N’t-1 consecutive timing-quantized measurements around the first path (first path can be in the middle)
	2.74

	Method3
	Device reports first path and N’t-1 strongest power timing-quantized measurements starting from the first path
	1.96

	Method4
	Device reports up to N’t/2 earliest paths and remaining  at least N’t/2   consecutive timing-quantized measurements starting from the first path
	1.82

	Method5
	Device reports up to N’t/2 earliest paths and remaining at least N’t/2   strongest power timing-quantized measurements starting from the first path
	1.82




Issue-B5: Potential solutions for Alt-A and Alt-B measurement uncertainties
The Alt-A sample-based measurements was motivated by proponent companies as a solution to ensure consistency between training and inference. Unfortunately, based on above evaluations, Alt-A still has issues that limits its consideration as a potential solution. In addition, no positioning accuracy benefits are realized of Alt-A sample-based when compared to an equivalent Alt-B path-based measurements in realistic settings (e.g., when including implementation uncertainties). 

Observation 12: For time domain channel measurement in AI/ML positioning Case2b/3b, Alt-A measurements can be subject to implementation uncertainties. Alt-A shows no accuracy benefits when compared to Alt-B. In addition, Alt-A has higher specifications load than Alt-B.

Alt-B on the other hand, shows better robustness to inconsistency between training and inference and can resolve the issue of implementation inconsistency when training consider mixed dataset of Alt-B measurements from different implementations. In real deployment, the LMF is most likely to collect data from different devices (i.e., UEs and gNBs) with potentially different implementations and thus training on mixture of measurements obtained from different implementation methods can be expected and naturally realized in an actual deployment. Alt-B path-based measurements can be easily specified with existing additional measurements path reporting in LPP and NRPPa, and has small specification load when compared to  Alt-A. Therefore, we propose to consider Alt-B as a starting point for Case2b/3b reporting.
Proposal 2: For time domain channel measurement in AI/ML positioning Case2b/3b, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b).  
· FFS: Other alternatives.

Proposal 3: For time domain channel measurement in AI/ML positioning Case2b/3b, study the following potential solutions for enhancing uncertainties (if needed) in Alt-B measurement (Case2b/3b):
· Mixed dataset training
· Extend RAN4 accuracy tests to reduce uncertainty bounds for additional path measurements

Aspect-C: Measurement referencing Agreement  (RAN1#116 – 9.1.2)
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

Agreement (RAN1#116bis – 9.1.2)
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 



Case3b
Companies agreed that UL-RTOA can be supported for model input measurement referencing in Case3b. It was also agreed to further study whether UL-RTOA reference time can be applicable to the case when Case3b   supports multi-RTT. 
We find that RAN1 group needs first to build understanding on how Case 3b can support multi-RTT and discuss potential benefits before discussing the applicability of reference times.  In our understanding, Case3b is a direct AIML positioning approach for which model output can be location information based on gNB’s reported model input measurements. In one example, the LMF can configure a multi-RTT session to obtain measurements from both UE (e.g., UE Rx – Tx time difference ) and gNB (e.g., gNB Rx – Tx time difference) and use them as model input. 

Observation 13: For time domain channel measurement in AI/ML positioning Case3b, RAN1 group needs to first build understanding on how Case 3b can support multi-RTT (including benefits) before discussing applicability of potential supporting reference times. 

Case2b

For time referencing in Case2b, it should be noted that UE clock is not coupled with NW, and this can result in absolute timing uncertainties. Therefore, we find considering legacy timing referencing used with existing UE-assisted positioning methods (e.g., UE-assisted DL-TdoA and multi-RTT) can be a  starting point for discussion. 
Proposal 4: For time domain channel measurement in AI/ML positioning Case2b, as starting point, discuss reference timing considered in existing legacy DL timing measurements (e.g., reference timing considered in DL RSTD and UE Rx – Tx time difference measurements as defined  in TS 38.215 Clauses 5.1.29 and 5.1.30). 





 TS 38.215

DL reference signal time difference (DL RSTD)

Definition
DL reference signal time difference (DL RSTD) is the DL relative timing difference between the Transmission Point (TP) [18] j and the reference TP i, defined as TSubframeRxj – TSubframeRxi,

Where:
TSubframeRxj is the time when the UE receives the start of one subframe from TP j.
TSubframeRxi is the time when the UE receives the corresponding start of one subframe from TP i that is closest in time to the subframe received from TP j.

Multiple DL PRS resources can be used to determine the start of one subframe from a TP.

For frequency range 1, the reference point for the DL RSTD shall be the antenna connector of the UE. For frequency range 2, the reference point for the DL RSTD shall be the antenna of the UE.
Applicable for
RRC_CONNECTED,
RRC_INACTIVE,
RRC_IDLE



UE Rx – Tx time difference

Definition
The UE Rx – Tx time difference is defined as TUE-RX – TUE-TX

Where:
TUE-RX is the UE received timing of downlink subframe #i from a Transmission Point (TP) [18], defined by the first detected path in time.
TUE-TX is the UE transmit timing of uplink subframe #j that is closest in time to the subframe #i received from the TP.

Multiple DL PRS or CSI-RS for tracking resources, as instructed by higher layers, can be used to determine the start of one subframe of the first arrival path of the TP. The time of the beginning of a subframe is determined by assuming the time durations of the OFDM symbols at the receiver are the same as defined in TS 38.211 [3].

For frequency range 1, the reference point for TUE-RX measurement shall be the Rx antenna connector of the UE and the reference point for TUE-TX measurement shall be the Tx antenna connector of the UE. For frequency range 2, the reference point for TUE‑RX measurement shall be the Rx antenna of the UE and the reference point for TUE‑TX measurement shall be the Tx antenna of the UE.
Applicable for
RRC_CONNECTED,
RRC_INACTIVE




Aspect-D: Measurement types (phase reporting)
In previous meeting RAN1#116, companies agreed to further investigate the necessity of including phase information as an additional measurement type for model input. Agreement  (RAN1#116 – 9.1.2)
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


For Case2b/3b, the reporting of measurements corresponding to model input takes place from UE/gNB to LMF. Existing specifications (up to Rel-18) already support reporting of timing and power info of channel response from UE/gNB to LMF for first path and up to 8 additional paths. In this sense, we see that PDP and DP as model inputs are already supported in existing reports. In Rel-18, the reporting of the first path has also been enhanced to include carrier phase. Reporting phase information of additional paths requires careful consideration for understanding potential accuracy enhancement and expected increase of reporting overhead. In the study item of RAN1, it was stated that additional measurement enhancements need to be gauged against their necessity and benefit while accounting for accuracy and reporting overhead trade-off. Reporting phase information of additional paths requires increasing reporting size by 50% when considering existing reporting of power information as a baseline. In Table 4, we include the observed range of positioning accuracy enhancement obtained in Rel-18 study. We also reference them with respect to what existing specifications provide as measurements (i.e., path timing and power, e.g., PDP). We observe that reporting phase information does not always provide enhancement to positioning accuracy. For fair comparison, we take the mid-point of the range provided in Rel-18 observations [2]. We observe from the mid-point that reporting additional phase information still cannot enhance positioning error when compared to the baseline (i.e., E_CIR/E_PDP=1.13). In addition, this comes at the cost of increase of reporting overhead by 50% when compared to an equivalent power reporting as baseline. Therefore, we find that reporting additional path/sample phase info is not justified given the high increase in reporting overhead and questionable enhancement in positioning accuracy. 
Observation 14: For Case2b/3b, based on observations from Rel-18 Study Item, reporting measurements of paired time, power, and phase information (e.g., CIR) for model input does not always show better performance than measurements with paired time and power information (e.g., PDP).
Observation 15: For Case2b/3b, based on observations from Rel-18 Study Item, no clear benefits observed for reporting phase information (e.g., CIR) when considering trade-off between accuracy and reporting overhead.
 Proposal 5: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.

[bookmark: _Ref158911728]Table 4 Positioning error (meter) and reporting overhead for different model input measurement types of direct AI/ML positioning according to observations reported in Rel-18 study on AI/ML positioning
	Type (D-AIML)
	Range E_(type)/E_CIR
	Mid-point E_(type)/E_CIR
	Range E_(type)/E_PDP
	Mid-point E_(type)/E_PDP
	[bookmark: _Int_IkhlvXjH]Increase in reporting overhead RO_type/RO_PDP

	CIR
	1
	1
	0.62~1.64 
	1.13
	1.5

	PDP
	0.61~1.62
	1.12
	1
	1
	1




Aspect-E: Measurement reporting size and quantity 
Increasing reporting size (e.g., increasing the number of additional paths beyond 8) should be strongly justified by showing significant and multi-fold increase in positioning accuracy that matches the increase in reporting size. In addition, the evaluations in Rel-18 study did not investigate the enhancements of positioning accuracy of a non-AI/ML positioning scheme when considering further increase in reporting size beyond existing specifications.
Observation 16: In Rel-18 AI/ML positioning study, the intention was to show how AI/ML can enhance positioning accuracy when compared to a non-AI/ML positioning with equivalent reporting/measurement size. Increasing reporting size with AI/ML positioning needs to be justified with significant enhancement in positioning accuracy as compared to an equivalent non-AI/ML approach.
Although RAN1 did extensive evaluations in Rel-18 to understand the impact of model input size (i.e., number of samples/paths to be reported by UE/gNB for Case2b/3b), there was no significant enhancement in positioning accuracy that justifies the huge burden of exponential increase in reporting size. Evaluations considered a number N’t of paths/samples to be subsampled within a window of channel response, and accuracy enhancements was summarized for N’t  ={8, 9, 16, 32, 64, 128, 256}. It was observed that increasing N’t would increase reporting overhead linearly, and according to the evaluated N’t values, reporting size is exponentially increased. 
[bookmark: _Int_8tHabdCQ]Even if we consider the evaluations of increasing reporting size from Rel-18 study, we still observe that the associated enhancement in positioning accuracy is still relatively small. To shed more light on this, it should be noted that existing specifications support reporting up to 8 additional paths per a positioning resource (which is equivalent to up N’t = 9 path/sample measurements). We reference the positioning accuracy ranges with respect to the report size supported by existing specifications (i.e., E_N’t /E_( N’t =8 or 9)), as in Table 6. 
[bookmark: _Int_T5It5qXX]For fair comparison, we can consider the mid-point for ranges provided in Rel-18 study. We observe that doubling the reporting size can at the best offer up to 22% reduction in positioning error (i.e., E_(N’t=16)/E_(N’t =8 or 9) = 0.78). The enhancement in positioning accuracy starts to shrink as reporting size gets increased. We observe that the enhancement in positioning accuracy is small when considering the magnificent increase in reporting overhead. 

[bookmark: _Ref158912085]Table 6 Positioning error and reporting overhead for different measurement reporting sizes for model input of direct AI/ML positioning according to observations reported in Rel-18 study on AI/ML positioning (range of errors are re-referenced with respect to reporting size of existing specifications)
	N’t (D-AIML) CIR/PDP
	[bookmark: _Int_BUL9ojmz]Range E_(N’t)/E_(N’t =256)
	[bookmark: _Int_l3KV6zh0]Mid-point E_(N’t)/E_(N’t =256)
	[bookmark: _Int_ojJPCAk1]Range of E_(N’t)/E_(N’t =8or 9)
	[bookmark: _Int_sYwspNue]Mid-point E_(N’t)/E_(N’t =8 or 9)
	[bookmark: _Int_spO9dfpt][bookmark: _Int_sVI1JgkS]Increase in reporting overhead RO_N’t /RO_(N’t = 8or 9)

	8 or 9
	1.42 ~ 3.29
	2.36
	1
	1
	1

	16
	1.12 ~ 2.54
	1.83
	0.77~0.79
	0.78
	2

	32
	1.14 ~ 2.03
	1.59
	0.62~0.80
	0.71
	4

	64
	1.02 ~ 1.21
	1.12
	0.37~0.72
	0.55
	8

	128
	1.02 ~ 1.07
	1.05
	0.33~0.72
	0.53
	16

	256
	1
	1
	0.30~0.70
	0.50
	32




3 AI/ML positioning model output aspects 

In previous meeting, companies agreed to support reporting for AI/ML assisted positioning, including LOS/NLOS and/or timing information.Agreement  (RAN1#116 – 9.1.2)
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement  (RAN1#116 – 9.1.2)
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



We find AIML assisted positioning can also consider timing and LOS indicator information for additional path measurements in hard and soft representation. In Rel-18 AI/ML positioning, it was discussed that reporting for AI/ML assisted positioning can consider hard- or soft- information of timing or LOS indicator [2]. 
TR 38.843 Clause 6.4.2.6 [2]

Model output of AI/ML assisted positioning. For AI/ML assisted positioning, evaluations are carried out where the model output includes timing information and/or LOS/NLOS indicator, in the format of hard- or soft- value.


In an actual deployment, there can be many factors and uncertainties affecting the accuracy of obtaining timing info or LOS indications, e.g., uncertainty of TRP/ARP locations, angle info, TX/RX timing errors, etc. Therefore, it is possible to encounter multiple hypotheses for LOS and timing information that need to be expressed with soft representation. For example, the UE/gNB may encounter a scenario in which the received signal has a weak peak barely above the noise level, followed by a strong peak which is clearly a received path, as shown in Figure 3. In this case, it is hard for the UE to tell, based on the measurement, whether the weak peak (green) is a true signal or a random noise. If the weak peak were a valid signal, it will be the LOS, whereas if the weak peak were a noise, the strong peak (red) will be the LOS. However, it is ambiguous for the UE to concretely tell which is the case. Rather than making a hard decision on which one is the LOS path, , the UE/gNB can convey the timing of both peaks with a measure of confidence/likelihood/ probability of each peak being the LOS. The AI/ML assisted positioning can be leveraged to learn such multiple hypotheses estimation of LOS and timing info, in which the model output can produce multiple hypotheses of timing and LOS information. For example, each hypothesis can represent a soft-info LOS and timing indicators that can be represented by a probability distribution. The multiple hypotheses of soft info can also be associated with confidence or weighting factors. By obtaining multiple hypotheses estimations of LOS and timing, the LMF can optimize and enhance accuracy of position. For example, the LMF can run a likelihood fusion to combine these multi-hypotheses soft-information representations of LOS and timing info, as shown in Figure 4.

[bookmark: _Ref158902721][image: A screenshot of a video game
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[bookmark: _Ref159061244]Figure 2 (Left) Example of challenging positioning scenario that motivates the need for multi-hypotheses positioning measurement reporting, the LOS path of UE is highly attenuated by wall; (Right) actual LOS component (in green color) is too weak, slightly above noise floor, which can confuse the UE to decide whether green or red peak is the actual LOS. Rather than reporting green or red peak, the UE can reporting multiple hypotheses of LOS and timing indications.
[image: ]
[bookmark: _Ref158903304]Figure 3 Example describing uncertainty associated with LOS and timing information when positioning with 3 TRPs and associated potential of combining these uncertainties with likelihood fusion.

Revisiting existing LPP/NRPPa specifications, we note that an RSTD or RTOA of the first path is expressed as a single value. For example, the existing IE for RSTD (i.e., nr-RSTD-r16) can only involve one value for RSTD info:
3GPP TS 37.355 [5]
nr-RSTD-r16						CHOICE {
			k0-r16						INTEGER (0..1970049),
			...,
			k5-r16						INTEGER (0..61565),
			...,
			kMinus1-r18					INTEGER (0..3940097),
			kMinus2-r18					INTEGER (0..7880193)
...
	},

We propose to enhance the existing reporting to account for multi-hypotheses soft-information indication of LOS and timing information. nr-RSTD-soft-r19	 ::= SEQUENCE (SIZE(1..nrRSTDsoft-r19)) OF NR-RSTD-Soft-r19
NR-RSTD-Soft-r19 ::= SEQUENCE {NR-RSTD-Mean-r19, NR-RSTD-Std-r19, NR-RSTD-Weight-r19}

Proposal 6: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.

We conduct simulations to show the significance of multiple hypotheses soft-information reporting, in which an AI/ML model running at UE side produces multiple hypotheses measurements for earliest path RSTD with soft-information representation. The AI/ML model considers a single TRP input construction and produces N=8 hypotheses for earliest path RSTD corresponding to a single TRP. The same model is used with other TRPs. The UE finally reports NTRP=18 multi-hypotheses RSTD measurements (i.e., N=8 hypotheses for each TRP). Each hypothesis represents a probability distribution of LOS and timing info. LMF combines these RSTD hypotheses and runs a likelihood fusion approach to find UE position. We show the horizontal positioning accuracy performance of AI/ML assisted multiple hypotheses RSTD solution (see plot of ML-based soft information + likelihood fusion in Figure 4). We also show the performance of a baseline AI/ML assisted approach where model output produces single hard-information RSTD measurement with single TRP input construction (i.e., plot of ML-based hard decision + RANSAC). For the baseline, the LMF runs RANSAC to reject outliers. Simulations consider an InF-DH scenario with {60%,6m, 2m} clutter settings. We observe the significance and advantages of having multiple hypotheses RSTD with soft-info representation. The 90% percentile of horizontal accuracy improves from >10meters to around 4.7meters due to considering multiple hypotheses RSTD measurements with soft-info representation.

[image: ]
[bookmark: _Ref158904951]Figure 4 CDF of horizontal positioning error for different positioning approaches.

4 AI/ML positioning data collection and model development/training
4.1 Data collection: Framework and model development 
In Rel-18, RAN1 identified sources for generating measurements and labels for data collection. The group also identified information with potential specification impact, including measurements and labels quality indicators, reference signal (RS) signaling and configuration, time stamping, and other necessary information and assistance between LMF and UE/gNB, as listed below [2].TR 38.843 Clause 7.1.4 [2]

Data collection for AI/ML based positioning:
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
-	Ground-truth label
-	Report from the label data generation entity
-	Measurement (corresponding to model input)
-	Report from the measurement data generation entity
-	Quality indicator
-	For and/or associated with ground-truth label and/or measurement 
-	Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
-	RS configuration(s)
-	At least for deriving measurement
-	Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signalling to UE/PRU/TRP
-	Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
-	Time stamp
-	At least for and/or associated with collected data 
-	Separate time stamp for measurement and ground-truth label, when measurement and ground-truth label are generated by different entities
-	Report from data generation entity together with collected data and/or as LMF assistance signalling
-	Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
-	Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
-	Note 4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
-	Note 5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
-	Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed
-		Details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
-	Assistance signalling indicating reference signal configuration(s) to derive label and/or other training data
-	Request/report of training data: Ground-truth label; Measurement corresponding to model input; Associated information of ground-truth label and/or measurement corresponding to model input
-	Assistance signalling and procedure to facilitate generating training data: Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier; Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
-	Note: whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
-	Notes: Study may consider different entity to generate training data as well as different types of training data when applicable. Study considers both of the following cases when applicable: when the training entity is the same entity to generate training data, and when the training entity is not the same entity to generate training data


RAN2 discussed some options for model development for UE-side cases (i.e., Case1/2a) but there was no consensus on which entity can handle model training and development. We want to clarify a few points regarding model development. The structure and parameters of AI/ML positioning model need to be quantized and tested against the underlying platform that runs the inference. Model developer needs also to consider implementation limitations of the underlying platform, including hardware area, memory limits, power consumption limits, processing latency, etc.  It is also important to ensure model meets the expected latency signaling requirements while considering runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.). Therefore, it is natural to let model development be handled by platform vendor or in collaboration with the platform vender, especially when it comes to UE devices. Therefore, we propose to consider model development and training be handled by UE side for UE-sided AI/ML positioning cases.  

Observation 17: Developer of AI/ML positioning model in Case1/2a needs to consider many factors including UE implementation constraints (e.g., model quantization and testing,  memory limits, power consumption limits, processing limits, etc.) and runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Observation 18: Given the  implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.

Proposal 7: For Rel-19 AI/ML positioning Case1/2a, deprioritize NW-side training. 

4.2 Data collection: Generating entities
In previous meeting (RAN1#116bis), companies identified a listing of entities for generating measurements and labels.RAN1#116bis [cite chair notes]
Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Agreement (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope. 

Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


Working Assumption (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement (RAN1#116bis – 9.1.2)
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 



For Case3b, support of generating label by “non-PRU UE with estimated location” was left for further study. A non-PRU UE can rely on a PRS measurements to generate label using  a RAT-dependent method. It can also depend on a non-RAT based methods such as GNSS. The same logic and procedure can be used for Case 3a label generation. PRU and non-PRU UEs can be used to generate label for Case3a. 
Proposal 8: For Rel-19 data collection in AI/ML positioning use case, agree on working assumptions (from RAN1#116bis) for measurement and data generation entities. In addition, consider the following:
· For Case3b, agree on “non-PRU UE with estimated location” as another source of generating label
· For Case3a, add PRU and “non-PRU UE with estimated location” as other sources of generating label

4.3 Data collection: Content
In AI/ML positioning, data can include measurement, label, and/or other information such as configurations and conditions/additional conditions (or simply meta info) associated with data collection. In previous meeting (RAN1#116bis), companies agreed on potential content for AI/ML positioning, including “Part A” and/or “Part B”:RAN1#116bis [cite chair notes]

Agreement (RAN1#116bis – 9.1.2)
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement


  
Case1/2a/3a: We find that specifying data content for model input Part A to Case1/2a/3a is not necessary because the model already resides on the same entity running the inference. The UE side can be responsible for developing the UE-side model and thus content corresponding to Part A can be left for implementation. For labels in Case1/2a/3a, the label can be generated by other entity not running the model, i.e., labelling assistance from LMF to UE/PRU and gNB, and thus it makes sense to determine the label content for different cases. 
Observation 19: In AI/ML positioning data collection, for Case1/2a/3a, specifying Part A of training data for model input is not necessary, while determining Part B content can be  necessary for labelling assistance from LMF to UE/PRU and gNB.

Case2b/3b: For Case2b/3b, the measurements for model input are generated by UE/PRU or gNB and reported to LMF, and hence it makes sense to determine them for data collection. For labels in Case2b/3b, the label can also be generated by PRU or non PRU with estimated location. Detailed definition of channel measurements can wait until RAN1 group settle on enhanced measurements discussion for model input. 
Observation 20: In AI/ML positioning data collection, for Case2b/3b, specifying Part A of training data for model input is necessary, while determining Part B content can only be  necessary for labelling assistance from UE/PRU to LMF.


4.4 Data collection: Assistance data from LMF to UE 
UE needs assistance from LMF to be able to collect data for Case1 and Case2a. 
First, UE may also need information to help derive label for both Case 1 and Case 2a (e.g., TRP/ARP location info, beam angles, etc.). The LMF can also generate the label and provide it back to UE side. Second, UE needs to have reference signal (RS) resources to be configured and activated at the time of data collection. Third, UE needs to be aware of network (NW) conditions/additional conditions at the time of data collection. For example, the UE side can develop one or multiple model(s) depending on these conditions. Knowing NW conditions at time of data collection also helps ensuring consistency between training and inference. In other words, UE can select the right model that fits the NW conditions during inference. 
Observation 21: In AI/ML positioning data collection for Case1/2a, at least three assistance from LMF to UE/PRU to enable data collection at UE side are:
· Assistance 1: Labelling assistance
· Assistance 2: RS configurations/activation
· Assistance 3: NW conditions/additional conditions

We next discuss more details of each assistance needed by UE from LMF for data collection. 

Assistance 1: LMF labelling assistance to UE 
One option for UE to generate labels for Case1/2a is by applying one of UE-based RAT positioning methods, e.g., DL-TDoA and DL-AoD, which requires assistance data from LMF (e.g., TRP/ARP locations, TRP/PRS beam angles and TX powers, TRPs relative time difference and TRP TX timing error (or TEGs), etc.). The UE can leverage assistance data to generate an approximate ground truth for Case1 (e.g., approximate UE coordinates) or use this assistance data to calculate ground truth for Case2a (e.g., UE obtains UE coordinates using RAT-dependent or non-RAT positioning modalities and leverages TRP location info and TRP TX timing errors to find LOS or timing info). 

Proposal 9: For AI/ML positioning data collection in Case1/2a, support two labelling assistance options from LMF to UE:
· Option 1: Ground truth label (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output) is generated by LMF and provided to UE
· UE and/or gNB can provide measurements (e.g., legacy measurements) to LMF can generate label 
· Option 2: Position calculation assistance data (e.g., IE NR-PositionCalculationAssistance [TS 37.355]) is provided from LMF to UE



Assistance 2: RS configuration/activation for data collection 
For collecting data measurements in Case1/2a, the UE/PRU needs to have PRS resources configured and activated. Such configuration and activation are usually controlled by LMF and NW side. The existing LPP specifications provide IEs to convey configured PRS resource settings. Data collection updates may be required from time to time depending on how often environment changes and how often NW deployment get changed. Therefore, it is beneficial to leverage data collection as part of both existing positioning session and using dedicated data collection sessions. For example, when the UE needs to collect training data, it can initiate a request to LMF for configuring and activating PRS resources when there no positioning session is activated. Otherwise, the UE can leverage an activated DL-TDoA, DL-AoD, or multi-RTT positioning session to enable data collection. 
Proposal 10: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Option A: Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Option B: Data collection PRS configuration/activation as part of new procedure. 

Assistance 3: NW conditions/additional conditions in training data
Knowing NW conditions from time of data collection is important for model development and ensuring consistency between training and inference. Examples of NW conditions my include information on TRP/ARP location, PRS beam angle, PRS TX power, mapping of PRS resources to physical TRPs/ARPs/beam directions, timing and synchronization errors/offsets at TRP sides. Many of these NW conditions are already supported by NRPPa and LPP frameworks. The NRPPa supports provisioning of assistance information between gNB and LMF. The LPP also supports provisioning of assistance data between LMF and UE. We propose to enable these assistance data and information for LMF and UE cases (i.e., Case1/2a and Case2b/3b).
Observation 22: In AI/ML positioning data collection, for Case1/2a, the following information are supported from LMF to UE using existing specifications as part of assistance data:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

Proposal 11: In AI/ML positioning data collection, for Case1/2a, support providing UE side with information on NW conditions
· As starting point, study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]

We also discuss NW  conditions and additional conditions can also be related to inference (including training and inference consistency) in more details in Section 5 (Case1/2a). 


5 AI/ML positioning inference

Case1/2a
To enable inference at UE side, UE needs to first know available PRS resources and understand what needs to be measured   and reported (e.g., location information vs. location measurements) as well as reporting periodicity. In addition, UE needs to know context of wireless environment (e.g., area info, clutter settings (if available)) as well as NW conditions during inference and compare them with those at time of training and data collection. This is needed to ensure consistency between training and inference. The selection of proper model and ensuring consistency between training and inference requires some signaling and information exchange between UE and LMF. 
The following can be information useful for proper model operation during inference for Case1/2a:
· Information related to NW conditions
· Information related to environment context
· Information related to reference signal configurations
· Information related to measurement and reporting  

Proposal 12: In AI/ML positioning inference for Case1/2a, support the following information from LMF to UE:
· Information related to NW conditions during inference
· Information related to environment context during inference
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference

For NW conditions or “additional conditions” and environment context, RAN1 has not yet identified these conditions for positioning use case. Nonetheless, in Rel-18 study, RAN1 scoped out large number of generalization aspects that can affect performance of AI/ML positioning and can be used to constitute environment context and NW conditions, including:
· different drops, 
· different clutter parameters, 
· different InF scenarios, network synchronization error, 
· UE/gNB RX and TX timing error, 
· SNR mismatch, 
· channel estimation error, 
· time varying changes. 
In addition to the above generalization aspects, there are other NW conditions and environment context factors that can cause sensitivity of AI/ML positioning model when significantly different from training, including:
· changes to TRP/ARP locations and orientation 
· changes in physical beam angles
· changes to mapping of PRS/SRS resource IDs to physical anchor/TRP locations

For example, as shown in Figure 5, over the lifecycle of network operation for a given network deployment, the network operator may decide to change how different PRS resources map to TRPs/beams to enhance performance (see yellow-highlighted changes in Figure 5). This change can be transparent to UE. The UE can still receive the same IDs for PRS resource sets and PRS resources without knowing their mapping to actual anchors and/or beams got changed. Therefore, it is quite important to indicate this mapping and relevant changes to UE side in a timely manner. 
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[bookmark: _Ref166228376]Figure 5 Example of change in mapping of PRS resources to TRPs and beams


The positive side is that many of these environment context and NW conditions affecting training and inference consistency can be provided by NRPPa and LPP frameworks, as listed Table 6. The NRPPa supports provisioning of assistance information between gNB and LMF. The LPP also supports provisioning of assistance data between LMF and UE. We propose to enable these assistance data and information for at least UE cases (i.e., Case1/2a and Case2b/3b).
Proposal 13: In AI/ML positioning inference of Case1/2a, for NW conditions and environment context information from LMF to UE:
· Study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]
· As starting point, support the following:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

[bookmark: _Ref166228460]Table 6 NW conditions/additional conditions and environment context & supporting existing IEs
	NW conditions & assistance data for AI/ML pos
	IE in existing specifications

	TRP/ARP location info
	NR-TRP-LocationInfo-r16

	PRS/Beam angle and TX power
	NR-DL-PRS-BeamInfo-r16, NR-DL-PRS-BeamInfo-r16, nr-TRP-BeamAntennaInfo,

	TRP relative time difference
	NR-RTD-Info-r16

	TRP TX timing error
	NR-DL-PRS-TRP-TEG-Info

	TRP LOS/NLOS state
	NR-DL-PRS-ExpectedLOS-NLOS-AssistancePerTRP-r17

	PRU-based calibration assistance
	NR-PRU-DL-Info-r18




Case2b
For Case3a/3b, during inference, UE needs to know measurements it needs to observe and reporting it needs to exchange with LMF.
Proposal 14: In AI/ML positioning inference for Case2b, support the following information from LMF to UE:
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference


Case3a/3b
For Case3a/3b, the NW conditions that may affect the training and inference consistency are already available at gNB side and LMF side using existing signaling and thus there is no need for additional signaling. What gNB needs to know the measurements it needs to observe and reporting it needs to exchange with LMF.
Proposal 15: In AI/ML positioning inference for Case3a/3b, support the following information from LMF to gNB:
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference


6 AI/ML positioning monitoring
6.1 Monitoring assistance & metric calculation for UE-side modelsRAN1#116bis [cite chair notes]
Agreement (RAN1#116bis – 9.1.2)
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



Case1/2a
In previous meeting (RAN1#116bis), companies identified multiple options to enable label-based monitoring in Case1. We discuss feasibility, benefits, and potential specification of these options:

· Option A-1: LMF can obtain label for Case1 by applying a legacy positioning method in which at least UE can be involved in obtaining relevant measurements. We find this option feasible in scenarios where LMF has better implementation and/or UE can be in LOS/moderate NLOS conditions. The potential specification impact is enabling a procedure for obtaining measurements at LMF and UE sides and sending label from LMF to UE.
· Option A-2: UE receives positioning calculation assistance data (e.g., IE NR-PositionCalculationAssistance [TS 37.355]) and applies a legacy positioning method to obtain label. This option is feasible when UE can be in a good LOS conditions and can rely on legacy methods to obtain label. The potential specification impact is enabling a procedure for providing positioning calculation assistance data from LMF to UE as well as configuring resources for UE to conduct measurements and obtain the label. 
· Option A-3: UE receives PRU data (e.g., measurements and PRU location info) from LMF and uses them to monitor the UE model. This option is feasible when operating scenario contains PRU deployments. Although having PRU data can contain accurate label, the PRU needs to be available and close to UE at time of monitoring. The potential specification impact can be enhancements to Rel-18 data transfer framework (if needed). 
· Option A-4: This option is equivalent to Option A-3 with exception that PRU data is transferred directly between PRU and UE. Such data transfer can be done using SL. The potential specification impact can be enhancements to Rel-18 data transfer framework over sidelink (if needed).
· Option B-1: For this option, LMF still needs measurements related to target UE to obtain label, e.g., like Option A-1. The potential specification impact is enabling a procedure for obtaining measurements at both LMF and UE sides.
· Option B-2: This option shares features of Option A-3 but it seems to have no additional benefits. It can incur additional signaling after moving PRU measurements to UE in which UE needs to report model output back to LMF. We find that it is better to prioritize Option A-3 for this one.

We summarize our view regarding the above options as follows:
· We find that is it good to consider monitoring metric calculation at UE and LMF sides as this gives flexibility and diversity to monitoring. We propose to keep options from the two sides.
· We find that Option A-1 and Option A-2 are the most straightforward approaches for obtaining labels as they do not require PRU availability and enable UE handling monitoring calculation at its own. Option B-1 can also be considered if LMF needs to have full control on monitoring with least UE involvement.
· We find PRU options as complementary and can be leveraged when PRUs are available. Therefore, Option A-3 and A-4 can be  leveraged with second priority.
· For Option B-2, it seems to require additional signaling when compared to Option A-3 and Option A-4, and thus it is better to be deprioritized.
· The above discussion can also be extended to Case 2a, and same logic can be adopted to enable monitoring metric calculations for Case2a model.

Proposal 16: In AI/ML positioning monitoring for Case1/2a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A-1 
· Option A-2 
· Option B-1 
· FFS Option A-3 and A-4(while considering specifications-based PRU data transfer, e.g., using SL)

For monitoring AI/ML positioning, the design of monitoring may require alignment between LMF and UE for monitoring occurrence and any related monitoring assistance, such as timing occasions for potential monitoring RS resources and provisioning of periodic or semi-periodic labelling assistance (as discussed in previous proposal). Depending on dynamics that govern potential model failure, the UE may need to initiate such process before waiting for unsolicited provisioning of such information. We propose RAN1 to consider support for UE to initiate/request such assistance from LMF.
Proposal 17: In AI/ML positioning monitoring for Case1/2a, support UE-initiated monitoring with the following assistance from LMF to UE:
· RS resources configurations/activations
· Monitoring assistance information (as discussed in Option A monitoring metric calculation in RAN1#116bis agreement)
· ground truth label
· position calculation assistance data.


6.2 Monitoring assistance & metric calculation for NW-side modelsAgreement  (RAN1#116 – 9.1.2)
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement (RAN1#116bis – 9.1.2)
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation



In previous meetings, companies agreed to investigate whether assistance would be required from UE/gNB to monitor models running at LMF side. In addition, companies identified options for label-based monitoring metric calculations for Case3a.
Case2b/3b  
In our understanding, LMF can obtain measurements from UE/PRU and gNB in a similar fashion to inference and these measurements can be used for monitoring. In addition, LMF can obtain UE/gNB conditions or additional conditions using existing reporting. We find that any monitoring assistance from UE/gNB to LMF can be realized with existing LPP/NRPPa reporting. 
Observation 23: In AI/ML positioning monitoring for Case2b/3b, LMF can obtain measurements and monitoring information (if any) by leveraging existing reporting in LPP and NRPPa.
Proposal 18: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.

Case 3a 
companies identified two options for monitoring calculation using label-based monitoring approach. We discuss the feasibility of these options as follows:
· Option A: NG-RAN node can obtain label by applying a legacy method. In another option, LMF can also leverage knowledge about PRU location and/or UE estimated location to obtain or enhance label of Case 3a. NG-RAN node and LMF still need to obtain measurements to find label or enhance label quality. One important aspect of Option A is that NG-RAN node may need to obtain information on UE/PRU location, and this can violate their privacy. The potential specification impact is enabling a procedure for obtaining measurements at LMF and NG-RAN node sides and sending label from LMF to NG-RAN node.

· Option B: LMF can also leverage knowledge about PRU location and/or UE estimated location to obtain or enhance label of Case 3a. LMF still needs to obtain measurements to find label or enhance label quality. The potential specification impact is enabling a procedure for obtaining measurements at LMF and NG-RAN node sides and sending inference results from NG-RAN node to LMF.

We find the two options above can be feasible for monitoring metric calculation in Case3a while preserving UE privacy for Option A. 

Proposal 19: In AI/ML positioning monitoring for Case3a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A 
· Option B 
· Note: UE privacy is preserved


7 AI/ML positioning - other aspects
7.1 Capabilities and applicability conditions 
RAN1 discussed the general framework of AI/ML air interface including capabilities and LCM operations. For existing positioning solutions, LMF controls the activation or positioning methods based on UE and gNB capabilities. The LMF can also abort positioning depending on service requirements or capability applicability. We envision that LMF would play an equivalent role for AI/ML positioning. First, the UE/gNB needs to indicate for LMF its capabilities and support for AI/ML positioning. Therefore, there is a need to introduce new capabilities for support of AI/ML positioning from UE/gNB to LMF. We expect RAN1 to discuss details and granularities of capabilities for AI/ML positioning. The exchange of capabilities from UE and gNB to LMF can happen in LPP and NRPPa, respectively, like existing exchange of UE capabilities and TRP information procedures. 

The UE and gNB may need to convey applicability conditions for their supported AI/ML positioning capabilities. UE may also need to convey validity conditions for AI/ML positioning such as area validity. UE may need to convey multiple validity areas for AI/ML positioning and LMF can then decide on when to activate AI/ML positioning at UE side depending on these validity areas. Same concept can apply to time validity of supported AI/ML positioning. There can be conditions on time availability conditions, such as stating duration or periods for which the AI/ML positioning capability can be supported. In addition, the UE can convey conditions on supported PRS resource details and measurement reporting types and periodicities. 
Proposal 20: In UE-side AI/ML positioning, support the following capability information for conveying conditional support by UE:
· Area/spatial validity of supported AI/ML positioning (Case1/2a)
· Timing validity of supported AI/ML positioning (Case1/2a)
· PRS processing and resource configurations that can be supported AI/ML positioning (Case1/2a)
· PRS measurement reporting that can be supported AI/ML positioning (Case2a).


7.2 Life cycle management
RAN1 discussed different aspects for LCM, including (de)activation, selection, switching, and fallback of AI/ML functionality(s)/model(s) related to AI/ML air interface use cases. 
The LCM operation for LMF-sided models is straightforward. The LMF has full picture about underlying positioning capabilities and underlying network deployment and conditions, and thus it can activate positioning sessions (including activation of RS resources and measurement reporting) with gNB and UE. The LMF can decide on different LCM actions on its own without intervention from gNB or UE. 
However, for UE side, UE can have limited scope of change in conditions/additional conditions on the network side. Therefore, it is important to consider LCM assistance and coordination between LMF and UE when AI/ML positioning inference runs at UE side. In existing positioning methods, the LMF decides on activation/deactivation of positioning methods. For Case1/2a, the LMF can still decide on activating/deactivating AI/ML positioning sessions at UE side or requesting the UE to fall back to a non-AIML positioning method. 
Proposal 21: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.


8 List of observations and proposals

Observations

Model input
Observation 1: For specification support for AI/ML positioning at UE side (Case1/2a), common specifications can be scoped and jointly discussed for Case1 and Case2a without waiting for full completion of Case1.
Observation 2: For AI/ML positioning inference and data collection in Case1/2a/3a, specifying measurements for model input and discussing alternatives for measurement generation are not necessary.
Observation 3: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-A (sample-based measurement) generation still lacks further details, including at least:
· Generation of time-domain channel response
· Determining the granularity of timing-quantized grid (i.e., sampling period) and length of the grid
· Determining how the timing-quantized grid to be aligned to channel time-domain response, including timing location of grid’s first timing-quantized measurement (i.e., obtaining the discrete version of channel time-domain response)
· Determining the criteria for placing the window of Nt timing-quantized measurements on the time-quantized gird
· Determining the criteria for subsampling the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird.

Observation 4: For AI/ML positioning channel measurement generation for model input Case2b/3b, maintaining exact and consistent reporting using Alt-A (sample-based measurement) requires further definition that puts a lot of constrains on implementation and can jeopardize implementation flexibility.
Observation 5: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-B (path-based measurement) generation can be based on existing additional path measurements (up to Rel-18).
Observation 6: For AI/ML positioning channel measurement generation for model input Case2b/3b, the definition of Alt-B (path-based measurement) generation, at least for first path timing, can be aligned with RAN4 accuracy tests (up to Rel-18).

Observation 7: For AI/ML positioning channel measurement generation for model input Case2b/3b, existing reporting scheme can be repurposed and enhanced to report Alt-A (if supported) or Alt-B measurement. For example, the following can be considered to enable Alt-A reporting (if supported) for Case2b: 
· Alignment of first timing-quantized measurement of grid (e.g., first sample in grid of Alt-A)  can be referenced with help of reference TRP IE dl-PRS-ReferenceInfo-r16
· Granularity of timing for the grid (e.g., sampling period in Alt-A) can be realized by controlling the timing quantization resolution, e.g., IEs k0-r16, …, k5-r16, kMinus1-r18,…, kMinus6-r18
· Placement of window of Nt timing-quantized measurements can be referenced with respect of first path timing, e.g., IE nr-RSTD-r16  
· Reporting of timing information of timing-quantized measurements (e.g., timing of samples in Alt-A) can be indicated using IE nr-RSTD-r16 and IE nr-RSTD-ResultDiff-r16
· Reporting of power information of timing-quantized measurements (e.g., power samples in Alt-A) can be enabled using IE nr-DL-PRS-RSRP-Result-r16 and IE nr-DL-PRS-RSRP-ResultDiff-r16. 

Observation 8: For AI/ML positioning channel measurement generation for model input Case2b/3b, the following are uncertainties that can be realized due to different implementations and can result in timing errors/shifts or changes in shape of time-domain channel response:
· Uncertainties common to Alt-A and Alt-B:
· Uncertainty due to NW synchronization errors (e.g., relative time difference between TRPs)
· Uncertainty due to gNB TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to UE TX/RX timing errors (e.g., RF group delays)
· Uncertainty due to TRP/gNB clock timing errors and drifts
· Uncertainty due to UE clock timing errors and drifts
· Uncertainty due to determining OFDM symbol boundaries (e.g., uncertainty in FFT window alignment in time domain (if FFT is used))
· Uncertainty due to generation of time-domain channel response (e.g., algorithm/methodology used to generate power delay profile starting from a frequency-domain channel response (if such conversion is used))
· Uncertainties specific to Alt-A:
· Uncertainty associated with determining how the timing-quantized grid to be aligned to channel time-domain response (including timing location of grid’s first timing-quantized measurement)
· Uncertainty associated with placing the window of Nt timing-quantized measurements on the time-quantized gird
· Uncertainty associated with subsampling methodology of the N’t measurements from the window of Nt timing-quantized measurements on the time-quantized gird.
· Uncertainties specific to Alt-B:
· Uncertainty associated with path finding methodology


Observation 9: For both existing positioning and AI/ML positioning methods, variance in positioning accuracy due to implementation differences is should be expected and bound on accuracy requirement can ensured with testing. 


Observation 10: For AI/ML positioning channel measurement generation for model input Case2b/3b, uncertainties related to Alt-B can be bounded by RAN4 accuracy tests. In addition, Alt-B measurements can adopt legacy timing referencing (e.g., time difference with a reference TRP) to mitigate many of timing uncertainties at least for Case2b. 

Observation 11: For time domain channel measurement in AI/ML positioning Case2b/3b, the two alternatives considered by RAN1, i.e., Alt-A sample-based measurements and Alt-B path-based measurements, have the following evaluation observations based on our model:
· Alt-B can show better accuracy than Alt-A for both small and large bandwidth
· Alt-B can show better robustness to implementations uncertainty than Alt-A
· Training on measurements obtained from mixture of implementations can help enhance robustness for Alt-B against implementations uncertainty

Observation 12: For time domain channel measurement in AI/ML positioning Case2b/3b, Alt-A measurements can be subject to implementation uncertainties. Alt-A shows no accuracy benefits when compared to Alt-B. In addition, Alt-A has higher specifications load than Alt-B.
Observation 13: For time domain channel measurement in AI/ML positioning Case3b, RAN1 group needs to first build understanding on how Case 3b can support multi-RTT (including benefits) before discussing applicability of potential supporting reference times. 
Observation 14: For Case2b/3b, based on observations from Rel-18 Study Item, reporting measurements of paired time, power, and phase information (e.g., CIR) for model input does not always show better performance than measurements with paired time and power information (e.g., PDP).
Observation 15: For Case2b/3b, based on observations from Rel-18 Study Item, no clear benefits observed for reporting phase information (e.g., CIR) when considering trade-off between accuracy and reporting overhead.

Observation 16: In Rel-18 AI/ML positioning study, the intention was to show how AI/ML can enhance positioning accuracy when compared to a non-AI/ML positioning with equivalent reporting/measurement size. Increasing reporting size with AI/ML positioning needs to be justified with significant enhancement in positioning accuracy as compared to an equivalent non-AI/ML approach.
Data collection

Observation 17: Developer of AI/ML positioning model in Case1/2a needs to consider many factors including UE implementation constraints (e.g., model quantization and testing,  memory limits, power consumption limits, processing limits, etc.) and runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Observation 18: Given the  implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.
Observation 19: In AI/ML positioning data collection, for Case1/2a/3a, specifying Part A of training data for model input is not necessary, while determining Part B content can be  necessary for labelling assistance from LMF to UE/PRU and gNB.

Observation 20: In AI/ML positioning data collection, for Case2b/3b, specifying Part A of training data for model input is necessary, while determining Part B content can only be  necessary for labelling assistance from UE/PRU to LMF.

Observation 21: In AI/ML positioning data collection for Case1/2a, at least three assistance from LMF to UE/PRU to enable data collection at UE side are:
· Assistance 1: Labelling assistance
· Assistance 2: RS configurations/activation
· Assistance 3: NW conditions/additional conditions

Observation 22: In AI/ML positioning data collection, for Case1/2a, the following information are supported from LMF to UE using existing specifications as part of assistance data:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

	Monitoring

Observation 23: In AI/ML positioning monitoring for Case2b/3b, LMF can obtain measurements and monitoring information (if any) by leveraging existing reporting in LPP and NRPPa.

Proposals
Model input
Proposal 1: For AI/ML positioning channel measurement generation for model input Case2b/3b, irrespective of whether RAN1 adopts Alt-A (if supported) and/or Alt-B measurements, RAN1 strives to reuse and enhance existing reporting framework and information to enable measurement reporting.

Proposal 2: For time domain channel measurement in AI/ML positioning Case2b/3b, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b).  
· FFS: Other alternatives.

Proposal 3: For time domain channel measurement in AI/ML positioning Case2b/3b, study the following potential solutions for enhancing uncertainties (if needed) in Alt-B measurement (Case2b/3b):
· Mixed dataset training
· Extend RAN4 accuracy tests to reduce uncertainty bounds for additional path measurements

Proposal 4: For time domain channel measurement in AI/ML positioning Case2b, as starting point, discuss reference timing considered in existing legacy DL timing measurements (e.g., reference timing considered in DL RSTD and UE Rx – Tx time difference measurements as defined  in TS 38.215 Clauses 5.1.29 and 5.1.30). 
Proposal 5: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.
Model output

Proposal 6: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.

Data collection

Proposal 7: For Rel-19 AI/ML positioning Case1/2a, deprioritize NW-side training. 
Proposal 8: For Rel-19 data collection in AI/ML positioning use case, agree on working assumptions (from RAN1#116bis) for measurement and data generation entities. In addition, consider the following:
· For Case3b, agree on “non-PRU UE with estimated location” as another source of generating label
· For Case3a, add PRU and “non-PRU UE with estimated location” as other sources of generating label


Proposal 9: For AI/ML positioning data collection in Case1/2a, support two labelling assistance options from LMF to UE:
· Option 1: Ground truth label (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output) is generated by LMF and provided to UE
· UE and/or gNB can provide measurements (e.g., legacy measurements) to LMF can generate label 
· Option 2: Position calculation assistance data (e.g., IE NR-PositionCalculationAssistance [TS 37.355]) is provided from LMF to UE

Proposal 10: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Option A: Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Option B: Data collection PRS configuration/activation as part of new procedure. 

Proposal 11: In AI/ML positioning data collection, for Case1/2a, support providing UE side with information on NW conditions
· As starting point, study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]
Inference

Proposal 12: In AI/ML positioning inference for Case1/2a, support the following information from LMF to UE:
· Information related to NW conditions during inference
· Information related to environment context during inference
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference

Proposal 13: In AI/ML positioning inference of Case1/2a, for NW conditions and environment context information from LMF to UE:
· Study information provided in IE  NR-DL-TDOA-ProvideAssistanceData [TS 37.335] and IE NR-DL-AoD-ProvideAssistanceData [TS 37.335]
· As starting point, support the following:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

Proposal 14: In AI/ML positioning inference for Case2b, support the following information from LMF to UE:
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference

Proposal 15: In AI/ML positioning inference for Case3a/3b, support the following information from LMF to gNB:
· Information related to reference signal configurations during inference
· Information related to measurement and reporting  during inference
Monitoring

Proposal 16: In AI/ML positioning monitoring for Case1/2a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A-1 
· Option A-2 
· Option B-1 
· FFS Option A-3 and A-4(while considering specifications-based PRU data transfer, e.g., using SL)


Proposal 17: In AI/ML positioning monitoring for Case1/2a, support UE-initiated monitoring with the following assistance from LMF to UE:
· RS resources configurations/activations
· Monitoring assistance information (as discussed in Option A monitoring metric calculation in RAN1#116bis agreement)
· ground truth label
· position calculation assistance data.


Proposal 18: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.

Proposal 19: In AI/ML positioning monitoring for Case3a, support the following assistance options (in RAN1#116bis agreement) for label-based monitoring metric calculation:
· Option A 
· Option B 
· Note: UE privacy is preserved

Capability and LCM

Proposal 20: In UE-side AI/ML positioning, support the following capability information for conveying conditional support by UE:
· Area/spatial validity of supported AI/ML positioning (Case1/2a)
· Timing validity of supported AI/ML positioning (Case1/2a)
· PRS processing and resource configurations that can be supported AI/ML positioning (Case1/2a)
· PRS measurement reporting that can be supported AI/ML positioning (Case2a).


Proposal 21: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.
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