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Introduction
In NR Rel-18 study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface, the following conclusion was made in TR 38.843 for the CSI prediction sub use case [1]:
	CSI prediction sub use case: 
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
Evaluations have been performed to assess AI/ML based CSI prediction from various aspects, including performance compared to baseline, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy has not been evaluated.
Performance compared with baseline is summarized in clause 6.2.2.8.
Potential specification impact on data collection and performance monitoring are discussed in clause 7.2.2. Limited specification aspects were considered.
From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work:
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity.
Other aspects that require further study/conclusion are captured in the summary above. 



In RAN#102 meeting, a new WID was approved for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2]. The WID consists of two parts, the first part is to provide the normative support for the general framework for AI/ML for air interface, as well as enable the recommended use cases in the preceding study; the second part is to tackle and resolve some outstanding issues identified during the study item, and to deepen the understanding of potential future normative work.
The list of study objectives in the WID is copied below. In this contribution, we focus on the study objectives for the CSI prediction use case.
	[bookmark: _Hlk155703828]Study objectives with corresponding checkpoints in RAN#105 (Sept’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk155701271][bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 


Evaluation results
[bookmark: _Ref158755638]CSI prediction overview
For CSI prediction, UE estimates channels over  slots by measuring  CSI-RS occasions (). The  measurements are separated uniformly by . An example timeline for the channel prediction step is drawn in Figure 1. Based on the  measurements, UE predicts  channel prediction instances for future slots.
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[bookmark: _Ref158752436]Figure 1 An example timeline for channel prediction.
Non-AI channel prediction algorithm
[bookmark: OLE_LINK2][bookmark: OLE_LINK5]We use Kalman filter based CSI prediction method. For fairness compare with AI method, assume we don’t have the prior measurement CSI of current prediction window. In this Kalman filter model, we only have the prior measurement vector of history window, and based on this prior measurement’s correction on history prediction window, the current CSI is predicted, as the figure 2 show.  
[image: ]
Figure 2 The structure of Kalman filter based CSI prediction
The SGCS/NMSE performance of Kalman filter based CSI prediction has been evaluated under various UE speeds. The result as shown in the table 1.





Table 1 Performances of Kalman filter based CSI prediction
	
	v = 30km/h
	v = 60km/h

	SNR
	NMSE(dB)
	SGCS
	NMSE(dB)
	SGCS

	[bookmark: _Hlk162877830]10
	-1.3045
	0.6458
	-0.9061
	0.6078

	15
	-3.4473
	0.8346
	-2.337
	0.7737

	20
	-5.8173
	0.9466
	--3.2938
	0.8641



AI-based CSI prediction
For CSI prediction, we focus on UE side prediction where the past measured channel based on CSI-RS are stored in buffer and used to predict the next one CSI-RS occasion. The CSI prediction mainly rely on time domain correlation priority of the channel. A LSTM (Long-Short-Term-Memory, LSTM) network is a nature choice in this case. The structure of LSTM network is shown Figure 3.
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Description automatically generated]
[bookmark: OLE_LINK1]Figure 3 The structure of LSTM network
For training and inference of the AI model, the data was collected with the parameters given in Table 5 in Appendix. Each channel sample is generated with realistic channel estimate, meaning that CSI-RS resources are actually configured, transmitted and decoded.
	[bookmark: _Hlk162622904]
	v = 30km/h
	v = 60km/h

	SNR
	NMSE(dB)
	SGCS
	NMSE(dB)
	SGCS

	[bookmark: _Hlk162877080]10
	-13.3
	0.955
	-9.93
	0.911

	15
	-14.81
	0.969
	-11.64
	0.932

	20
	-15.9
	0.975
	-11.87
	0.934
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Figure 2 Intermediate KPIs for AI methods and non-AI methods CSI prediction
[bookmark: OLE_LINK49][bookmark: OLE_LINK22]Observation 1: AI/ML-based CSI predictions show performance gains over non-AI/ML benchmark methods both in high UE speed and low UE speed cases based on SGCS and NMSE KPI.
[bookmark: OLE_LINK23]Observation 2: The accuracy of channel measurements affects the performance of CSI predictions.
[bookmark: OLE_LINK24]Observation 3: UE speed will affect the accuracy of CSI prediction, with the UE speed increase, the CSI-RS period needs to be set proper to adjust the channel.
[bookmark: OLE_LINK67][bookmark: OLE_LINK50]Proposal 1: Channel measurement error needs to be considered when evaluating and improving CSI prediction models.
[bookmark: OLE_LINK52]Proposal 2: Enhanced CSI-RS configurations are critical for AI/ML model training because models need accurate historical CSI data to learn the changing patterns of the channel.
Proposal 3: Further discuss in TDD mode, how the uplink measurement reference signal can be utilized to reduce the overhead of the CSI-RS, while improving the downlink CSI prediction accuracy.
	Potential specification impact for CSI prediction
Model monitoring
In RAN1#114 meeting, one agreement for the performance monitoring for functionality-based LCM has be reached. Shown below:
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
1. Type 1: 
0. UE calculate the performance metric(s) 
0. UE reports performance monitoring output that facilitates functionality fallback decision at the network
1. Performance monitoring output details can be further defined 
1. NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
0. NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
1. Type 2: 
1. UE reports predicted CSI and/or the corresponding ground truth  
1. NW calculates the performance metrics. 
1. NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
1. Type 3: 
2. UE calculate the performance metric(s) 
2. UE report performance metric(s) to the NW
2. NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
1. Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
1. Configuration and procedure for performance monitoring 
4. CSI-RS configuration for performance monitoring
1. Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
1. UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
1. Note: down selection is not precluded.
1. Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



For NW-side performance monitoring, Intermediate KPIs, Since gNB can not directly achieve raw channel information, UE would be needed to report the ground-truth CSI to gNB over the air interface. The report of the ground-truth CSI can reuse legacy CSI report or it can be compressed by AI methods.
[bookmark: OLE_LINK16]Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. The fallback mechanism should be set to achieve balance of performance and complexity. wherein the fallback to legacy CSI Request is used for the indication of the UE fallback to a legacy CSI request to network. 
[bookmark: OLE_LINK21]The performance gain compared to legacy CSI prediction at UE side introduced by R18 MIMO should be reflected, legacy CSI based monitoring can be considered. The correlation between the legacy CSI and the predicted CSI can be used to monitor the performance of AI based CSI prediction, the AI/ML-based CSI failure indication is triggered when GCS/SGCS between legacy CSI and AI/ML-based CSI is lower than a threshold.
[bookmark: OLE_LINK17][bookmark: OLE_LINK25]Proposal 4: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
[bookmark: OLE_LINK20]Proposal 5: The fallback to legacy CSI prediction mechanism should be set to achieve balance of performance and complexity.
Proposal 6: The correlation metrics(SGCS) between the legacy CSI and the predicted CSI can be used to monitor the performance of AI based CSI prediction


[bookmark: OLE_LINK10]Conclusion
In this contribution, we discuss the evaluations on AI/ML for CSI prediction and provide preliminary simulation results. We have the following observations and proposals.
Observation 1: AI/ML-based CSI predictions show performance gains over non-AI/ML benchmark methods both in high UE speed and low UE speed cases based on SGCS and NMSE KPI.
Observation 2: The accuracy of channel measurements affects the performance of CSI predictions.
Observation 3: UE speed will affect the accuracy of CSI prediction, with the UE speed increase, the CSI-RS period needs to be set proper to adjust the channel.
Proposal 1: Channel measurement error needs to be considered when evaluating and improving CSI prediction models.
Proposal 2: Enhanced CSI-RS configurations are critical for AI/ML model training because models need accurate historical CSI data to learn the changing patterns of the channel.
Proposal 3: Further discuss in TDD mode, how the uplink measurement reference signal can be utilized to reduce the overhead of the CSI-RS, while improving the downlink CSI prediction accuracy.
Proposal 4: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
Proposal 5: The fallback to legacy CSI prediction mechanism should be set to achieve balance of performance and complexity.
Proposal 6: The correlation between the legacy CSI and the predicted CSI can be used to monitor the performance of AI based CSI prediction

Appendix
Table 1 Dataset descriptions
	[bookmark: _Hlk162531444]Parameter
	Descriptions

	Channel type
	UMa

	UE distribution
	outdoor-NLOS (30km/h); outdoor-NLOS (60km/h);

	Number of sectors
	7

	Number of sectors per cell
	3

	Number of UEs per sector
	10 outdoor-NLOS

	Simulation drop
	5

	Samples Per UE
	153 (30km/h); 306 (60km/h)

	Total samples
	10*7*3*5*153 + 10*7*3*5*306 = 481950



Table 2 simulation assumption
	Parameter
	Descriptions

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Frequency Range
	FR1, 2GHz

	Inter-BS distance
	200m

	Channel model
	According to TR 38.901

	Antenna setup and port layouts at gNB
	 8 ports: (2,2,2,1,1,2,2), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR 36.873

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Simulation bandwidth
	52 RB

	Subband bandwidth
	4 RB

	Spatial consistency
	Enable

	Sample interval
	5ms
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