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1. Introduction
At the RAN Plenary #102 meeting, the new WID on “Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”[1] was approved. This WID includes the objective regarding model identification, data collection for UE sided model, model transfer/delivery as following.
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

[bookmark: _Hlk99710673]In this contribution, model identification, data collection for UE sided models, and model transfer/delivery are discussed. 
2. Model identification
In our view, model identification is useful for model transfer, two-sided model, and scenario/site specific model. While it is obvious that model identification can help model transfer and two-sided model, it is still debatable whether model identification can facilitate the operation of scenario site specific models. Also, some companies believe that scenario/site specific model is not necessary, because generalized model provides sufficient performance. In this section, the necessity of scenario/site specific model and model identification are discussed.
2.1. Scenario/site specific model
AI/ML can precisely learn the relation between features and labels, even when the connection between them is not easily explainable. We believe that is the biggest advantage of AI/ML over non-AI/ML algorithm. Especially when the relationship cannot be mathematically modelled, the benefit of introducing AI/ML is strong. In other words, AI/ML should be encouraged to apply, when the problem to solve is difficult to mathematically model. One typical example of those problems is scenario/site optimization. When AI/ML model is applied under certain scenario/site, model specific to certain scenario/site provides better performance than generalized model. This is because AI/ML can extract and learn the tendency of specific scenario/site, which is difficult to mathematically model. Hence, to fully exploit AI/ML, scenario/site specific model should be further considered.
Proposal 1: 3GPP should consider the framework to support scenario/site specific model.
For the support of scenario/site specific model, there are two important aspects: how to prepare scenario/site specific models and how to select appropriate scenario/site specific model among prepared models. These aspects can be paraphrased as how to prepare models specific to additional condition and how to check consistency between NW side additional condition and UE side model, respectively. In our view, model identification can be helpful to enable these two aspects.
Observation 1: For the support of scenario/site specific models, the following aspects should be considered.
・(Training phase) How to prepare scenario/site specific models. In other words, how to prepare models specific to additional condition.
・(Inference phase) How to select an appropriate scenario/site specific model among prepared models. In other words, how to ensure consistency between NW side additional conditions and UE side model. 
2.2. Model identification procedure
At the RAN1#116 meeting, model identification is categorized into the following four options of type B model identification according to the procedure [2].
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

However, the procedure of some model identification procedure is still unclear. In this sub-section, the procedure of each model identification is discussed.
・Model identification type A
The procedure of the model identification type A can be as follows: 
Step 1: UE side and NW side share the common understanding about model ID and NW side additional conditions via offline coordination. 
Step 2: UE reports the supported model ID(s).
This procedure requires offline coordination between UE side and NW side. Hence, it is not preferred, when the fairness between vendors is taken into consideration. 

・MI-Option1 (Model identification with data collection related configuration(s) and/or indication(s))
At the RAN1#116bis meeting, one procedure example of MI-Option1, called AI-Example1, was agreed as follows [3]. 
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

One of objectives in this agenda is to check the necessity of model identification. In AI-Example1, the procedure can be called model identification, if Step D is performed. It implies that the necessity of model identification is the same as the necessity of Step D in AI-Example1. The role of Step D is to assign model ID, and report information about AI/ML models. Through this step, UE and NW can have the common understanding on model ID instead of associated ID, and NW can manage UE side model operations at model ID scale. Since the associated ID is associated with NW-sided additional conditions, NW-sided additional conditions can be handled without model ID. However, model ID can be used for NW to control finer granularity than NW-sided additional conditions. It increases NW management burden and NW awareness of UE side performance. 
Another aspect to be studied for model identification is the future compatibility with model transfer and model storage at NW side. However, this aspect should be taken into consideration after deciding to support model transfer and/or storage of developed UE side models at NW side.
Observation 2: Model identification changes management granularity from associated ID to model ID, which increases NW management burden and NW awareness of UE side performance.
Proposal 2: Future compatibility with model transfer and model storage at NW side should be taken into consideration after they are supported in 3GPP.

・MI-Option2 (Model identification with model transfer)
The procedure of MI-Option2 can be described as follows:
Step1: NW side obtains the information about supportable model at UE device.
Step2: AI/ML models are developed and stored at NW side.
Step3: NW transfers the developed model with model ID.
Model transfer can be viewed as one of model identification. When NW trains models and transfers them to UE, NW can manage UE side models with the sufficient knowledge of transferred models. During training at NW side, the compatibility with UE devices should be considered. For that purpose, UE should inform the supportable model information to NW beforehand. However, given that reported information can be viewed as proprietary information, the feasibility of this procedure is still not clear. 
Also, it is notable that this model identification is applicable with two-sided model in addition to one-sided model, as the procedure of MI-Option2 is aligned with type 1 training procedure for two-sided model.
Observation 3: MI-Option2 is applicable with two-sided model and one-sided model, where the procedure of MI-Option2 can be described as follows:
Step1: NW side obtains the information about supportable model at UE device.
Step2: AI/ML models are developed and stored at NW side.
Step3: NW transfers model the developed model with model ID.

・MI-Option3 (Model identification with dataset transfer)
The procedure of MI-Option3 can be described as follows:
Step1: NW transfers dataset with associated ID for certain functionality.
Step2: AI/ML models are developed at UE side based on the collected data. 
Step3: UE reports information of its AI/ML models corresponding to associated IDs.
In this procedure, NW side transfers the dataset to UE side and UE side trains the model based on the transferred dataset. If the dataset is associated with NW side additional conditions, it is possible to train the model specific to certain NW side additional conditions. Also, it is noteworthy that this model identification is applicable with two-sided model, as it is aligned with type 3 training procedure.
Observation 4: MI-Optio3 is applicable with two-sided model and one-sided model, where the procedure of MI-Option3 can be described as follows:
Step1: NW transfers dataset with associated ID for certain functionality.
Step2: AI/ML models are developed at UE side based on the collected data. 
Step3: UE reports information of its AI/ML models corresponding to associated IDs.
3. Data collection for UE sided model training
During the discussion, one controversial point was NW awareness of collected data and data access of collected data to NW. If NW side is involved with data collection from each UE device, NW needs to take responsibility for correctly handling the personal data. It should be taken into consideration, especially when the ownership of data belongs to NW or user. To move forward the data collection discussion in a right direction, the ownership of data should be clarified first. 
Proposal 3: When considering data collection toward OTT/UE side server, the ownership of data should be clarified first.
4. Model transfer/delivery
As captured in TR 38.843, model delivery/transfer can be categorized into 6 cases [4]. Among 6 cases, case z2/z3/z5 were agreed to be out of Rel-19 study scope as follows [2][3]. 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

One of Rel-19 objectives is to study the necessity of standardized solutions of model delivery. In our understanding, case y is model delivery without any specification impacts over the air interface. If model delivery is supported in 3GPP specification, it should belong to case z. Therefore, the necessity of standardized solutions of model delivery can be interpreted as the necessity of case z. For this reason, Rel-19 study should focus on only the cases where clear gain is observed compared to case y with the same training entity. Gain of case z4 over case y with NW side training is less offline collaboration between NW and UE/chipset vendors for model delivery. On the other hand, the gain of case z1 over case y with UE side training is unclear. Unless explicit gain of case z1 is observed, the study of case z1 should be deprioritized.
Proposal 4: Deprioritize case z1, unless explicit gain of case z1 compared to case y with UE side training is observed.
5. Conclusion
In this contribution, the following observations and proposals are made,
Observation 1: For the support of scenario/site specific models, the following aspects should be considered.
・(Training phase) How to prepare scenario/site specific models. In other words, how to prepare models specific to additional condition.
・(Inference phase) How to select an appropriate scenario/site specific model among prepared models. In other words, how to ensure consistency between NW side additional conditions and UE side model. 
Observation 2: Model identification changes management granularity from associated ID to model ID, which increases NW management burden and NW awareness of UE side performance.
Observation 3: MI-Option2 is applicable with two-sided model and one-sided model, where the procedure of MI-Option2 can be described as follows:
Step1: NW side obtains the information about supportable model at UE device.
Step2: AI/ML models are developed and stored at NW side.
Step3: NW transfers model the developed model with model ID.
Observation 4: MI-Optio3 is applicable with two-sided model and one-sided model, where the procedure of MI-Option3 can be described as follows:
Step1: NW transfers dataset with associated ID for certain functionality.
Step2: AI/ML models are developed at UE side based on the collected data. 
Step3: UE reports information of its AI/ML models corresponding to associated IDs.
Proposal 1: 3GPP should consider the framework to support scenario/site specific model.
Proposal 2: Future compatibility with model transfer and model storage at NW side should be taken into consideration after they are supported in 3GPP.
Proposal 3: When considering data collection toward OTT/UE side server, the ownership of data should be clarified first.
Proposal 4: Deprioritize case z1, unless explicit gain of case z1 compared to case y with UE side training is observed.
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