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1. Introduction
At the RAN Plenary #102 meeting, the new WID on “Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”[1] was approved. It includes further studies on the CSI feedback enhancement, as below.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

The AI/ML for CSI feedback enhancement was studied during Rel. 18, the following items about the CSI prediction were studied, and the main conclusions were captured into [2].
· Sub-use cases: Time-domain CSI prediction using UE-side models.
· Performance evaluations: Benchmark performance and the generalization over UE velocities.
· Assessment of specification impacts.
This paper discusses the sub-use cases, evaluation methodologies, and potential specification impacts for further studies on AI/ML for CSI prediction.
2. Discussions on specification impacts for CSI prediction
2.1 CSI framework
At RAN1 #116bis meetings, the following agreement about the CSI enhancements was made [4],
Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline

For the CSI framework, there are no strong motivations of the enhancements other than the CSI processing criteria and timeline. First, the Rel. 18 doppler codebook has supported up to 4 future slots of the predicted CSI report. To provide enough CSI measurements on the temporal domain for the prediction, the aperiodic CSI-RS has also been enhanced to support the aperiodic CSI-RS burst transmissions. Also, all the evaluation items agreed at the RAN1 #116bis meeting can be supported based on the Rel. 18 CSI framework. Therefore, there is no evidence to show the necessity of the enhancement for other CSI framework issues.
Besides, there is an ongoing study on enhancing the CSI feedback performance with temporal domain aspects in the CSI compression session. That study can cover the enhancements in reporting predicted CSI. It is not necessary to conduct the study in parallel in this agenda.
Observation 1
· There is no strong motivation to open the study for another enhancement of the predicted CSI report.
Proposal 1
· Conclude in RAN1 that there is no need to enhance the CSI-RS configurations and codebooks at least for the inference of CSI prediction.
2.2 Performance monitoring
At the RAN1 #114 meetings, the following options for the performance monitoring were agreed,
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

The performance metrics are calculated in UE for Type 1 and Type 3 monitoring, with the prediction and available ground truth. The difference between Type 1 and Type 3 monitoring is whether UE calculates preliminary binary metrics based on some direct monitoring metrics, where the NW can configure the thresholds for calculating binary metrics. To clarify the boundary between Type 1 and Type 3, we suggest distinguishing these two based on whether the UE conducts hard decisions on the performance metrics or reports soft values.
For Type 2 monitoring, UE should report the ground truth to the NW, which introduces overheads and performance loss due to the accuracy loss by CSI quantization/compression.
Based on the above discussions, we have the following proposals.
Proposal 2
· Deprioritize the study on performance monitoring Type 2.
· For the proper NW final decision on LCM, UE should report some performance-related information in Type 1 and Type 3.  
· The boundary between Type 1 and Type 3 is whether a UE calculates binary metrics from the other metrics.
· Note: The NW configures the thresholds and makes the final decisions about LCM (fallbacks, model switches) if UE calculates binary metrics.
3. Initial evaluations and observations
3.1 Baseline performance
For the simulation study, we consider a transformer-based AI/ML model for CSI prediction, where the transformer has shown its strong prediction capability in the research field of natural language processing. Our implemented transformer accepts the inputs of 5 CSI measurements at UE, including the measurements on the present slots and 4 past slots with 5ms intervals. We then use the transformer to output the predicted CSI up to 20ms in the future. For the initial study, we compare the SGCS of the raw outputs of the transformer with the simple sample-and-holding (SaH) schemes without the quantization with Rel. 18 doppler codebook.
The simulation assumptions for this study are shown in Table 1.
Table 1 Simulation assumptions 
	Parameter
	Value

	Duplex, Waveform
	FDD/TDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) / UMa

	Frequency Range
	2GHz / 4GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	16 ports: (4,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	According to TR36.873

	UE receiver noise figure
	9dB

	Numerology
	30KHz, 14 OFDM symbol slot

	Simulation bandwidth/granularity
	12 subbands (4 subbands are evaluated) 

	UE distribution
	80% indoor (3 km/h)-20% outdoor (30km/h)
100% outdoor (30 km/h)

	Baseline
	Sample-and-Hold (SaH)

	Input for AI/ML model
	Precoding matrix(eigenvector)

	Output for AI/ML model
	Precoding matrix(eigenvector)


The SGCS of the raw predicted CSI is shown in Table 2.
Table 2 The SGCS of AI/ML-based CSI compression and prediction 
	UE distribution
	Method
	#1 (+5ms)
	#2 (+10ms)
	#3 (+15ms)
	#4 (+20ms)

	80% indoor-
20% outdoor
	AI/ML-based prediction
	0.942
(+1%)
	0.901
(+3%)
	0.847
(+5%)
	0.789
(+6%)

	
	SaH
	0.936
	0.873
	0.808
	0.745

	100% outdoor
	AI/ML-based prediction
	0.613
(+7%)
	0.516
(+13%)
	0.477
(+20%)
	0.452
(+23%)

	
	SaH
	0.574
	0.456
	0.397
	0.367


From the evaluations, we have the following observations,
Observation 2
· The more significant gains on SGCS can be expected to predict distant future CSI.
· With 80% indoor-20% outdoor UE distribution, minor performance gain (<10% at 20ms in the future) is observed compared with the sample-and-holding scheme, even considering the raw output of the CSI prediction model without the Rel. 18 codebook quantization.
· With 100% outdoor UE distribution, the performance gain is more significant (7% at 5ms and 23% at 20ms in the future).
· Compared to the results of the two cases, the outdoor UEs in cars contribute almost all performance gains. Compared with sample-and-hold, indoor UEs do not benefit from the AI/ML-based CSI prediction.
3.2 Generalization performance over multiple aspects
At the RAN1 #116 meeting, RAN1 agreed to further study the generalization of AI/ML-based CSI prediction, and it is encouraged to study the generalization with multiple aspects [3],
 Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.

In practical networks, it is common for a UE to move from an indoor scenario to an outdoor one or vice versa. Due to operators' different indoor and outdoor coverage strategies, UE is often switched to a cell with different frequency bands and antenna port configurations. Therefore, it is typical that the AI/ML model faces multiple generalization aspects simultaneously. Based on this scenario, we observed that the AI/ML-based CSI prediction of UE should deal with the various changes of scenario switching and carrier frequency switching. Therefore, we consider the following detailed configurations shown in Table 3 for the generalization where multiple aspects are involved.
Table 3 Configurations of datasets for the generalization over multiple aspects 
	Dataset
	D1
	D2

	Scenario
	Dense Urban
	UMa

	UE distribution
	20% outdoor – 80% indoor
	100% outdoor

	Carrier frequency
	2 GHz
	4 GHz


Table 4 Generalization performance (SGCS) and the gains compared to Generalization Case #1
	Configuration
(Dataset A, Dataset B)
	Prediction distance
	GC #1
(B -> B)
	GC #2
(A -> B)
	GC #3
(A+B -> B)
	SaH
(reference)

	(D1, D2)
	+5ms
	0.613
	0.589
(-4%)
	0.611
(-0%)
	0.574

	
	+10ms
	0.516
	0.470
(-9%)
	0.504
(-2%)
	0.456

	
	+15ms
	0.477
	0.406
(-15%)
	0.454
(-5%)
	0.397

	
	+20ms
	0.452
	0.372
(-18%)
	0.426
(-6%)
	0.367

	(D2, D1)
	+5ms
	0.942
	0.924
(-2%)
	0.950
(+1%)
	0.936

	
	+10ms
	0.902
	0.824
(-9%)
	0.907
(+1%)
	0.873

	
	+15ms
	0.847
	0.697
(-18%)
	0.856
(+1%)
	0.808

	
	+20ms
	0.789
	0.616
(-22%)
	0.806
(+2%)
	0.745



The generalization performance is shown in Table 4. According to the results, we have the following observations,
Observation 3
· For generalization case 2 over multiple aspects, significant performance loss is observed compared to generalization case 1. The loss increases with the prediction period, and the generalization performance is worse than the sample-and-hold scheme for some cases.
· For generalization case 3 over multiple aspects, the generalization performance depends on the detailed case. For some cases, the performance loss is observable (>5%)  compared to generalization case 1 and increases with the prediction period.
4. Conclusion
In this contribution, we have the following observations and proposals,
Observation 1
· There is no strong motivation to open the study for another enhancement of the predicted CSI report.
Observation 2
· The more significant gains on SGCS can be expected to predict distant future CSI.
· With 80% indoor-20% outdoor UE distribution, minor performance gain (<10% at 20ms in the future) is observed compared with the sample-and-holding scheme, even considering the raw output of the CSI prediction model without the Rel. 18 codebook quantization.
· With 100% outdoor UE distribution, the performance gain is more significant (7% at 5ms and 23% at 20ms in the future).
· Compared to the results of the two cases, the outdoor UEs in cars contribute almost all performance gains. Compared with sample-and-hold, indoor UEs do not benefit from the AI/ML-based CSI prediction.
Observation 3
· For generalization case 2 over multiple aspects, significant performance loss is observed compared to generalization case 1. The loss increases with the prediction period, and the generalization performance is worse than the sample-and-hold scheme for some cases.
· For generalization case 3 over multiple aspects, the generalization performance depends on the detailed case. For some cases, the performance loss is observable (>5%)  compared to generalization case 1 and increases with the prediction period.

Proposal 1
· Conclude in RAN1 that there is no need to enhance the CSI-RS configurations and codebooks at least for the inference of CSI prediction.
Proposal 2
· Deprioritize the study on performance monitoring Type 2.
· For the proper NW final decision on LCM, UE should report some performance-related information in Type 1 and Type 3.  
· The boundary between Type 1 and Type 3 is whether a UE calculates binary metrics from the other metrics.
· Note: The NW configures the thresholds and makes the final decisions about LCM (fallbacks, model switches) if UE calculates binary metrics.
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