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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
Two sub-use cases have been identified for CSI feedback enhancements:
· CSI compression with two-sided model
· Time domain CSI prediction using UE sided model

In RAN#102 as part of Rel-19 Work Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [10], it was agreed to continue to further study CSI compression to resolve inter vendor collaboration issues and to improve performance gains by addressing aspects that required further study as captured in the TR 38.843.  

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this contribution, we will discuss the specification aspects of CSI compression to improve performance gain. 

Temporal domain aspects of CSI compression
For CSI compression, the several agreements were made in RAN1#116[11] regarding the categorization of CSI prediction and compression and evaluation using ideal prediction. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether CSI generation part the UE uses past CSI information
	Whether CSI reconstruction part the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE CSI generation part, the past CSI information may include past model inputs and/or any information derived from them. For the network CSI reconstruction part, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the CSI generation model at the UE may perform prediction as a separate step or jointly with compression. Similarly, the CSI reconstruction model at the gNB network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.

Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

In RAN#116-bis[12] it was agreements were made regarding the template used for evaluations and to deprioritize the CSI compression and prediction use case where the prediction was done entirely at the NW side. 

Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.

Agreement
For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and Case
· Compression case, e.g., Case 1/2/5
· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)
· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· Benchmark scheme
· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Whether/how rank adaptation is modelled
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) 

Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and use case
· Compression case, e.g., case 3 / 4
· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)
· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)
· Methods to handle UCI loss (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· SGCS values before (if applicable) and after compression
· Assumption on the prediction of future CSI 
· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.
· Benchmark schemes
· Description of feedback schemes, i.e., Rel-18 doppler eT2
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) Modelling of phase discontinuity

In the previous meetings it was agreed to evaluate the CSI compression and prediction and the CSI compression use case was further categorized into 5 different cases based on the target CSI slot and whether UE or gNB side model uses past CSI information. For the CSI compression and prediction, evaluation assumptions of the CSI prediction are used for when the predicted CSI. In addition, it was left open if the model will be joint CSI prediction and compression or if they are separate. Furthermore, it was also left open if the prediction would be at the NW side or the UE side. In previous meeting, for the case of separate CSI compression and prediction to differentiate gains between CSI prediction and compression, for the evaluations results table it was agreed to use the same CSI prediction algorithm for the benchmark algorithm. However, it is unclear how to differentiate the gains from CSI prediction against CSI compression in case of joint CSI compression and prediction. This results in unfair comparison between the joint CSI compression and prediction (over its benchmark) and the other use cases (over their benchmark). Due to this reason, we recommend deprioritizing joint CSI compression and prediction until any progress is made on method to separate gain due to CSI compression part from gains from CSI prediction part. 

Observation 1: In joint CSI compression and prediction, it is unclear how to identify and separate gains due to CSI compression from gains of CSI prediction.

Proposal 1: Joint CSI compression and prediction is deprioritized for Rel-19.

Currently, in the CSI prediction use case only the UE side model is evaluated. For the case of CSI compression and prediction we have duplicated the EVM aspects of the prediction part of the AI/ML model from CSI prediction use case. However, for case 3 and 4 the network is allowed to predict the future CSI values. As network side CSI prediction was not evaluated in CSI prediction and there were no evaluation results that can be used to benchmark the performance of network side CSI prediction, the case of CSI prediction done entirely at the network was deprioritized in the previous meeting. However, the agreement was ambiguous and left open the case where both NW and UE are preforming CSI prediction which has not been evaluated in CSI prediction. Therefore, we propose the following, 
[bookmark: _Hlk163109508]
Observation 2: For Rel-19 study on CSI prediction only, only UE-sided model is being considered.

Observation 3: There are no EVM disused for NW side model for CSI prediction and there are no evaluation results that can be used as benchmark for NW side CSI prediction in CSI compression and prediction.

Proposal 2: For CSI compression and prediction, only consider the scenarios where only the UE is performing the CSI prediction in Rel-19.

Conclusion
In this contribution, we discussed use case of CSI compression. We made the following proposals.

Observation 1: In joint CSI compression and prediction, it is unclear how to identify and separate gains due to CSI compression from gains of CSI prediction.

Proposal 1: Joint CSI compression and prediction is deprioritized for Rel-19.

Observation 2: For Rel-19 study on CSI prediction only, only UE-sided model is being considered.

Observation 3: There are no EVM disused for NW side model for CSI prediction and there are no evaluation results that can be used as benchmark for NW side CSI prediction in CSI compression and prediction.

Proposal 2: For CSI compression and prediction, only consider the scenarios where only the UE is performing the CSI prediction in Rel-19.
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