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[bookmark: _Ref111120162]Introduction
[bookmark: _Hlk510705081]In this contribution, we continue the study of AI/ML-based CSI compression, focusing primarily on improving the tradeoff between performance and complexity/overhead and addressing issues with inter-vendor training collaboration.  We also address additional issues identified in the conclusions of TR 38.843 [1]:
· CQI/RI calculation
· Rank > 1 solutions
· Additional aspects of:
· Specification impact
· Training collaboration
· Performance monitoring
Discussion
Classification Based on Time Domain Behavior
In RAN1 #116 the following agreements are achieved on the temporal domain AI/ML-based CSI compression model:
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Case 0 represents the CSI compression in the spatial-frequency (SF) domain, where both the UE and gNB only utilize the current slot without using past CSI information for CSI feedback. This method leverages channel sparsity and frequency domain correlation to compress the CSI, resulting in a notable throughput gain (e.g., 10%) using AI/ML models compared to the legacy Rel16 eTypeII codebook, as studied in Rel18 [1]. Case 1 through Case 5, on the other hand, involve utilizing the past CSI information targeting either the present slot or future slots for CSI compression and feedback. These cases can be categorized as spatial-frequency-time (SFT) domain compression, which further capitalizes on channel correlation in temporal domain. This theoretically offers a larger gain over the baseline Case 0. However, leveraging past CSI information at only one end (as seen in Case 1, Case 3, and Case 5) makes it challenging to achieve substantial gains over Case 0. Therefore, we believe that RAN1 should prioritize Case 2 and Case 4 initially, reserving investment in Case 1, Case 3, and Case 5 for future studies.
[bookmark: _Ref163196833]Proposal 1: Regarding SFT-based CSI compression, prioritize Case 2 and Case 4, as these cases are more promising in terms of delivering significant gains.
In Case 2 and Case 4, both the UE and gNB utilize the past CSI information, differing in whether targeting the current or future CSI slot. In these cases, if the channels are highly correlated in time, the channel difference between the previous slot (historical CSI) and current/future slot is minimal. This enables the SFT-based AI/ML model to yield significant gains over the baseline Case 0. However, if the channels exhibit little temporal correlation, for instance, if the CSI feedback period is extensive or the channel coherence time brief, the gain provided by an SFT based model compared to an SF based model is limited. Therefore, the performance of SFT based models is heavily contingent on the temporal correlation of the channel. Additionally, accurate historical CSI information between the UE and gNB is important to ensure the SFT based model performance.
[bookmark: _Ref163196840]Proposal 2: For SFT based CSI compression, time coherence effect should be studied, e.g., different scenarios, different UE speeds, various CSI feedback periods, and different length of time sequences.
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The performance of the SFT-based models is not only based on the correlation between the historical CSI and the present CSI but also hinges on the gNB’s ability to maintain accurate historical CSI at the UE side. Any inaccuracies in the feedback of UCI can lead to performance degradation due to non-ideal UCI feedback. 
[bookmark: _Ref163196859]Proposal 3: Non-ideal UCI feedback impact should be studied and monitoring mechanisms that detect such non-ideal feedback should be developed. Additionally, mechanisms to re-synchronize historical CSI information should be studied.

Trade-off between performance and complexity/overhead
Cell/Site-specific models
In RAN1 #116 the following agreement on cell/site specific models or localized models is achieved:
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To evaluate the performance improvement of using the cell/site-specific models, Option 2 is used in this document. In certain scenarios, cell/site-specific models may outperform a single general model, as the cell/site-specific models can adapt more effectively to the specific characteristics of individual cells or sites, whereas a single model may struggle to generalize across multiple scenarios. However, maintaining multiple cell/site-specific models incurs substantial memory consumption, especially for memory-constrained devices like UEs.
[bookmark: _Ref163196866][bookmark: _Hlk163187811]Proposal 4: Combining a general model with cell/site-specific sub-modules should be considered, regarding the tradeoff between CSI compression performance and model complexity in different cells/sites.
 
Different TXRU Mapping	
For TXRU mapping, we elaborate on the two cell scenarios where the gNBs adopt different antenna configurations, as detailed below:
· gNB’s antenna configuration at Cell-1: (8,8,2,1,1,2,8) (32 ports), (dH, dV) = (0.5λ, 0.8λ)
· gNB’s antenna configuration at Cell-2: (8,4,2,1,1,4,4) (32 ports), (dH, dV) = (0.5λ, 0.8λ)

For simplicity, we denote the dataset of (8,8,2,1,1,2,8) antenna configuration as “282”, the dataset of (8,4,2,1,1,4,4) antenna configuration as “442”.
During the evaluation, two gNBs adopt different antenna configurations “442” and “282”, requiring the UE to seamlessly operate with both. Specific decoders for “442” and “282” are deployed at the gNBs. As part of this evaluation, two schemes are selected for UE-side encoder to evaluate the CSI compression performance.
· [bookmark: _Hlk166170801][Specific Scheme] UE stores two cell-specific encoders, each trained with specific “442” and “282” datasets, comprising 504K data.
· [General Scheme] UE stores a general encoder. The general encoder is trained with the mixed 252K “442” dataset and “252K” 282 dataset.
.
Three overhead sizes, 52 bits, 128 bits, and 312 bits, are considered for the rank 1 case, corresponding to the low, medium, and high overhead cases. The UMa scenario with 80% indoor UEs and 20% outdoor UEs is selected, which is consistent with the basic scenario settings for the CSI enhancement study. Assuming a 50/50 percent split for Cell-1 and Cell-2, Figure 1 presents the SGCS performance of the specific scheme versus the general scheme. Figure 2 shows the average percentage gain in SGCS when using specific models over using one generic model.
[bookmark: _Ref166226757]Observation 1: For TXRU mapping with “442” and “282” settings, the SGCS gain of using cell/site specific models over using one generic model is:
· 52 overhead bits: 2.6% SGCS gain
· 128 overhead bits: 1.2% SGCS gain
· 312 overhead bits: 1.8% SGCS gain



[bookmark: _Ref166168706]Figure 1. SGCS performance of Cell/site specific models vs. generic models for different TXRM mapping.


[bookmark: _Ref166168708]Figure 2. SGCS gain of using cell/site specific models over using one generic model for different TXRU mapping.




Different Environment Scenarios
For different environment scenarios, we considered the following settings as shown in Table 1, assuming a 3-cell system:
· Cell-1: UMa scenario with “282” gNB antenna mapping.
· Cell-2: UMi scenario with “282” gNB antenna mapping.
· Cell-3: InH scenario with “442” gNB antenna mapping.
[bookmark: _Ref166170593]Table 1. Settings for different environment scenarios.
	Parameter
	Value
	Value
	Value

	Simulation scenario
	UMa
	UMi
	InH

	Carrier frequency
	4 GHz (30 kHz SCS)
	4 GHz (30 kHz SCS)
	4 GHz (30 kHz SCS)

	Bandwidth
	20 MHz
	20 MHz
	20 MHz

	Num. cell sites
	7 sites, 3 sectors per site
	7 sites, 3 sectors per site
	7 sites, 3 sectors per site

	BS antenna height
	25m
	10m
	3m

	Distribution of UEs (indoor %, outdoor %)
	(80, 20)
	(80, 20)
	(100, 0)

	UE speed (Indoor/Outdoor)
	3 km/h / 30 km/h
	3 km/h / 30 km/h
	3 km/h / 30 km/h

	Macrocell inter-site distance
	200m
	200m
	20m

	BS antenna arrays
	(8,8,2,1,1,2,8) (32 ports), (dH, dV) = (0.5λ, 0.8λ)
	(8,8,2,1,1,2,8) (32 ports), (dH, dV) = (0.5λ, 0.8λ)
	(8,4,2,1,1,4,4) (32 ports), (dH, dV) = (0.5λ, 0.8λ)

	UE antenna array
	(1,2,2,1,1,1,2) (4 ports), dH = 0.5λ
	(1,2,2,1,1,1,2) (4 ports), dH = 0.5λ
	(1,2,2,1,1,1,2) (4 ports), dH = 0.5λ

	Dataset Size
	630K
	630K
	360K



Specific scheme of using cell-specific models and general scheme of using one generic model are considered:
· [Specific Scheme] UE stores three cell-specific encoders, each trained with specific UMa (630K samples), UMi (630K samples), and InH datasets (360K samples), as shown in Table 1.
· [General Scheme] UE stores a general encoder. The general encoder is trained with a mixed dataset of 630K samples, with samples equally distributed for UMa, UMi, and InH.

Three overhead sizes, 52 bits, 128 bits, and 312 bits are considered for the rank 1 case, corresponding to the low, medium, and high overhead cases. Assuming a 1/1/1 percent split for Cell-1, Cell-2, and Cell-3, Figure 3 illustrates the SGCS performances of using the specific scheme and using the general scheme. Figure 4 presents the average percentage gain in SGCS of using specific models over using one generic model.
[bookmark: _Ref166226780]Observation 2: For different environment scenarios, the SGCS gain of using cell/site specific models over using one generic model is:
· 52 overhead bits: 0.7% SGCS gain
· 128 overhead bits: 1.4% SGCS gain
· 312 overhead bits: 0.9% SGCS gain



[bookmark: _Ref166172650]Figure 3. SGCS performance of Cell/site specific models vs. generic models for different environment scenarios.


[bookmark: _Ref166172664]Figure 4. SGCS gain of using cell/site specific models over using one generic model for different scenarios.
[bookmark: _Ref166226786][bookmark: _Hlk166222336]Observation 3: Only negligible SGCS gain is observed with using cell/site specific models compared to using a well-trained generic model for both different TXRU mappings and different scenarios.
Based on our observations, if there are no other cases where significant gains can be achieved from using cell/site specific models, we suggest deprioritizing the cell/site specific model study.
[bookmark: _Hlk166222382][bookmark: _Ref166227058][bookmark: _Hlk166221823]Proposal 5: RAN1 further investigate gains of cell/site specific model to see whether there is meaningful gain can be realized. 
[bookmark: _Ref158969879]Interoperability and inter-vendor training collaboration aspects
The agreements, conclusions and observation below have been captured from the previous RAN1 meetings (#116, #116-bis) regarding inter-vendor training collaboration. Our observations and analysis are followed.
	
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Conclusion
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.



Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

The key takeaways from the previous meetings are summarized below, together with our interpretation.
· “Option 2: Standardized dataset” is not to be considered in RAN1 for inter-vendor training collaboration.
· “Option 1: Fully standardized reference model (structure + parameters)” has its own merit for support of the inter-vendor collaboration and RAN4 testing (for minimum requirement test), whereas its performance is questionable.
· As Option 1’s scope has been agreed in RAN1 to be restricted to inter-operability support and RAN4 testing, this is to be exclusively handled by RAN4.
· Feasibility of standardization of the reference encoder/decoder is still not concluded. 
· Options 3/4/5 and/or their possible combination need to be further investigated in RAN1 for pursuit of more powerful model/collaboration scheme, to find ways to alleviate inter-vendor interoperability concerns while being scalable, feasible for UE implementation, etc. 
It appears that there are two tracks of approach, i.e., one for basic interoperability and minimum performance requirements test support (with focus on Option 1), the other for more powerful model structure and/or training procedure alignment (Option 3/4/5). 
The key differentiation feature of “Option 5: Standardized model format + Reference model exchange between NW-side and UE-side” compared to “Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side” is its seeming flexibility for support of arbitrary model structure which can be beneficial from future-proofness perspectives. However, to the best of our knowledge, an intensive investigation has not been taken in this line in RAN1. So far the common practice of making use of AI/ML for cellular communications is to tap into well-defined/stabilized AI/ML structures/models which have been developed outside of 3GPP. It is very challenging for RAN1 to predict future development directions of AIML society and to evaluate the currently available open formats for its future proofness of the anticipated AIML models in their possible applications in cellular communication domain. Besides this questionable flexibility and future proofness, Option 5 requires significant efforts for inter-vendor operability support due to the multitudes of possible model variants. Considering the limited time of alignment and investigation for AIML-enabled CSI compression topic, it would be better to channel our effort to the more tangible options rather than rather opaque Option 5.
[bookmark: _Ref166227204]Proposal 6: RAN1 needs to quickly perform cost-benefit analysis on Option 5 compared to other contending options, i.e., Option 3 and Option 4, and to consider deprioritization of Option 5 in case there is no clear advantage with respect to the required standardization/inter-vendor operability support efforts.
Following this line of reasoning so far, we have now Option 3 and 4 as a viable candidate for RAN1 standardization subject. As regards Option 3, there are different flavors such as Option 3a and Option 3b identified by the RAN1. However, from signaling perspective, it is hard to differentiate Option 3a and Option 3b, as in both methods the NW may need to transmit the model parameters to the UE. One noticeable differentiation factor is its anticipated timeline, i.e., Option 3a should consider the required time for offline engineering as regards configuration of the lead time for processing of the delivered parameter values whereas Option 3b’s lead time can be much shorter, as it can be handled on-device.
[bookmark: _Ref166226792]Observation 4: As regards Option 3a and 3b, their signaling may need to be differentiated depending on the sub-option (3a or 3b).
One of the main anticipated drawbacks of Option 3 compared with Option 4 is its lack of forward compatibility (or future proofness) – once the reference model structure is specified in the standard, then it might not be able to harness possible future advancement of AIML structures until the specification of the reference structure is being updated. On the other hand, there can be a clear benefit of having a reference structure in place at least one side, i.e., encoder or decoder, that is increased conformity (or reduced ambiguity). For example, in case of NW-first training collaboration type, UE vendors may need to deal with multiple NW-side CSI reconstruction models. If CSI reconstruction structures are required to be compatible with the specified reference decoder structure, development of the common CSI compression model at the UE side can be facilitated. Since RAN4 may need to specify reference CSI reconstruction model to facilitate RAN4 test, RAN1 can benefit from RAN4 activity. RAN1-level more powerful reference CSI reconstruction model structure can be based on RAN4-defined test decoder structure, but most likely with performance enhancement attributes like extended number of layers, etc.
[bookmark: _Ref166227253]Proposal 7: RAN1 and RAN4 should align on reference CSI reconstruction structure, wherever applicable, to streamline specification of the reference decoder for UE conformance testing (RAN4) or for deployment in the field (RAN1), in case the respective working group determines to specify the reference model structure for its own purpose.
The main advantage of Option 4 is its forward compatibility and relatively small inter-vendor collaboration complexity. Its sub-options, i.e., Option 4-1, 4-2, and 4-3, vary over composition of the dataset to be exchanged. From our perspective, RAN1 can start from “Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI)” to provide UE side with multiple model optimization objectives.
[bookmark: _Ref166226628][bookmark: _Ref166227258][bookmark: _Hlk166223644]Proposal 8: As regards interoperability and inter-vendor collaboration aspects investigation, RAN1 can focus on Option 4 first, and possibly extend its specification effort to Option 3, if the need arises.   
One exemplary case of Proposal 8 is described in more detail in Section 2.3.1.
[bookmark: _Ref166002328]Case study: standardized data / dataset format with NW-first training collaboration types
In this subsection, the selected training collaboration types, i.e., Type 2 Sequential, and Type 3 NW-first, are re-visited in view of the standardized data / dataset format with extendibility (of training new UE-side model compatible with NW-side model in use) under consideration, and depicted in Figure 6 and Figure 7, respectively. Here, Option 3 flavor is adopted in terms of standardized reference decoder structure, on top of Option 4 basis (standardized data / dataset format; marked as transparent green boxes). Note that two possibly different encoder models, i.e., “ENC A” and “ENC B”, are depicted whereas only one decoder model (“DEC”) is shown in the figures to visualize the impact of the standardized reference decoder. We can observe the following.
· The decoder at gNB side remains same at model training phase and at inference (deployment) phase. Thanks to standardization of the reference decoder structure, decoder model variation over gNB-vendor would not be significant and would not require any re-training with the actual decoder model. This allows UE vendors to maintain single (common) encoder model being associated with the reference decoder model structure.
· Extendibility of training new UE-side model compatible with NW-side model in use is supported.
· This holds true for Type 3 NW-first, as long as the UE-provided input CSI data set remains unchanged*.
· This holds true for Type 2 Sequential, irrespective of possible device-specific variations (thanks to re-training capability via API sharing of the frozen DEC model).
· Common decoder development is feasible by UE vendors sharing input CSI data sets.
· Standardization of input data ([image: ]; CSI feedback)/output data ([image: ]; reconstructed target CSI) format of the reference decoder in combination with quantization rule (mapping from [image: ] to [image: ]) would facilitate interoperability with a great ease in collaborations. This is especially true when output data ([image: ]; reconstructed target CSI) of the reference decoder at the NW-side and input data ([image: ]; target CSI) of the CSI generation part model at the UE-side indicate the same information.
Possible difference between the hypothetical encoder (“ENC* X”) and the actual encoder (“ENC X”) can lead to subtle E2E performance degradation, but the encoder model variation is implicitly regulated by the standardized reference decoder structure specifics. Its impact can be considered non-significant.
[bookmark: _Ref163196916]Observation 5: For support of extendibility of training new UE-side model compatible with NW-side model in use for NW-first separate training collaboration scheme in CSI compression using a two-sided model, UE-vendors should make sure that device-specific variations/updates shall not necessitate re-training of the reference CSI decoder model, once the UE-vendors provided their input CSI data set for NW-side model training.
Type 3 NW-first training supports inter-operability via training dataset exchange. As regards CSI compression part training at UE-side (excerpt of the relevant part can be found in Figure 5), there can be two methods in large. One is to train the hypothetical decoder (CSI reconstruction part) first by using CSI feedback as input to decoder and reconstructed target CSI as output from decoder (or alternatively, target CSI can be used as an output), then to train an encoder (CSI compression part) in an end-to-end manner from the encoder to quantizer to the decoder. Here, the assumption is that quantization and de-quantization rule (Q-dQ rule) together with the associated codebook, if any, should be provided by the NW-vendor or shall be specified in the standard. Another is to train the encoder by taking a loss function over CSI feedback domain. In the latter case, it might be beneficial for NW-side to share the raw output of the encoder prior to quantization to provide finer granularity data for support of training of the encoder in stand-alone. In any case, it seems beneficial for NW-side and UE-side to pre-align quantization – de-quantization rule beforehand or for the quantization rule to be specified.
[bookmark: _Ref166227306]Proposal 9: As regards Option 4, RAN1 should consider schemes to align quantization rule between UE-side and NW-side, in view of support of inter-vendor collaboration. RAN1 should also consider specification of quantization rule and associated VQ codebook, if applicable, in case out-of-3GPP alignment of vendor-specific proprietary quantization rule could not bring about significant performance gain.
Another point we would like to stress is that training dataset (or parameter values of the reference model or API) located in a certain central registry for exchange should be publicly available to all participants, irrespective of their original contributors. For not only this is in line with the general standardization principle, but also this can facilitate industry convergence toward a small number of best PMI mappings (“de facto standard”).
[bookmark: _Ref166227310]Proposal 10: RAN1 should consider allowing 3GPP members an access to training dataset/reference model parameters/API, etc., irrespective of their original contributors for the benefit of the whole eco system. 
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[bookmark: _Ref166223061]Figure 5. UE training procedure of Figure 7.


[bookmark: _Ref166223501]Figure 6. Type 2 (NW-first) Sequential training with a standardized data / dataset format and reference decoder


[bookmark: _Ref166223197]Figure 7. Type 3 NW-first training with a standardized data / dataset format and reference decoder.
A new metric for training UE-side encoder in NW-first separate training
In current framework, the metric for assessing/monitoring the UE-side encoder’s training performance has not been included within 3GPP’s scope yet. Through our evaluation, we have observed that it is potentially problematic if the training process of UE-side encoder is managed by UE solely and without any explicit mutual alignment between the NW and UE. The essential reason why UE cannot guarantee its encoder training performance on its own is due to the lack of the NW-side decoder in the UE-side training process in case of Type 3 NW-first separate training scheme, which causes the absence of the overall assessment metric (e.g., SGCS). Therefore, the UE is incapable to assess UE-side encoder’s quality in terms of end-to-end performance indicator and its compatibility with NW-side decoder. 
On the other hand, since the gNB also lacks the details of UE-side model, e.g., the number of trainable parameters, it becomes challenging for the NW to determine the required amount of training data. To ensure SGCS performance for the end-to-end (E2E) CSI reconstruction, one option for the gNB is to share a sufficient large dataset for UE-side encoder training, regarded as the best effort mode. However, this approach may incur overhead waste.
[bookmark: _Ref163196920][bookmark: _Hlk163188205]Observation 6: It would be problematic if the training process of UE-side encoder is solely managed by the UE and without any explicit mutual alignment between the UE and the NW. This is due to the lack of the NW-side decoder in the UE-side training process, resulting in the lack of an overall assessment metric like SGCS. 
Based on the NW-first separate training framework, when training the UE-side encoder, we evaluate the correlation between two key metrics. Firstly, we evaluate the average mean squared error (MSE) of the encoder’s output codeword (e.g., MSE(Y,Y’) in Figure 8, where Y is codeword on the NW side and Y’ is codeword generated on the UE side). Secondly, we assess the average SGCS of eigenvectors of the ground truth CSI and reconstructed CSI (e.g., SGCS(, ) in Figure 8) of the training dataset in each epoch.
[image: ]
[bookmark: _Ref162964375]Figure 8. Evaluation of the relationship between the average MSE of the encoder output codeword and the average SGCS of the reconstructed CSI in each training epoch.

The NW-side decoder and its corresponding hypothetical encoder are both transformer-backboned. Since it was observed in Rel-18 study [1] that a mismatch between the NN backbone of the encoder and decoder can result in significant performance degradation during separate training for CSI compression. Therefore, we only evaluate the transformer-backboned UE-side encoders to check the MSE-SGCS correlation for 52 overhead bits and rank 1 cases.
For a given decoder, during each training epoch of the UE-side encoder, the average MSE and the corresponding average SGCS of the training dataset are collected. Four different transformer (TF) architectures and three training data volumes are experimented. The collected evaluation results are shown in Figure 9.
[image: ]
[bookmark: _Ref162966822]Figure 9. The converging monotonic relationship between the MSE values and the SGCS values.

From Figure 9, it can be observed that:
· There is a converging monotonic relationship between the MSE of the actual encoder’s output codeword and the SGCS of the reconstructed CSI. This convergence is particularly pronounced in cases with high SGCS and can be fit into a line/curve.
· The monotonic relationship between the MSE and the corresponding SGCS is agnostic to the encoder’s model (TF in this case) complexity and training dataset volume. Once the NW-side decoder is trained, regardless of the actual encoder’s model complexity and training dataset volume, MSE-SGCS-relationship always converges to the same relationship.
· Since this MSE-SGCS-relationship is agnostic to the actual encoder’s model complexity and training dataset volume, NW can pre-evaluate the MSE-SGCS-relationship with any ‘hypothetical UE-side encoder’ using the encoder training dataset. This pre-evaluated MSE-SGCS-relationship can be stored as a numerical table or fit into a parametric formula at NW-side.
· This MSE-SGCS-relationship can be leveraged to assess the E2E performance at UE-side and provide training guidance to UE-side training (like determining whether the encoder has been trained to reach a satisfying performance, indicating whether UE needs more training data to boost the performance).

[bookmark: _Ref163196888]Proposal 11: For the inter-vendor training cooperation in CSI compression, RAN1 shall study additional metric or information (besides mere data pair of original CSI and codeword) to monitor and guide UE-side encoder’s model quality in NW-first sequential separate training framework, and eventually boost CSI compression performance and minimize inter-vendor collaboration complexity.



CQI/RI calculation
[bookmark: _Hlk158909924]In 3GPP, legacy methods for calculating the channel quality index (CQI) involve measuring received signal strength and interference levels to estimate the channel quality. However, with the advent of AI/ML techniques, there is growing interest in exploring alternative approaches for CQI estimation. RAN1 aims to gain insights into the effects of different CQI calculation assumptions on the performance of cellular networks. Additionally, the investigation will provide an opportunity to compare the performance of traditional CQI and rank indicator (RI) calculation methods with emerging AI/ML-based techniques. The findings from these investigations can inform the development of improved CQI calculation methods and enhance the overall efficiency and reliability of wireless communication systems.
In Rel-18 [1], the following options are agreed for CQI calculations:
Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including:
Option 1a: CQI is calculated based on target CSI with realistic channel measurement 
Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
Option 1c: CQI is calculated based on legacy codebook
Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including:
Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustments:
o	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
o	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.
Option 1c requires that the UE calculates not only the AI/ML-based compressed CSI feedback, but also a legacy codebook entry in order to calculate the CQI.  Because the legacy codebook entry is otherwise unused, this option is undesirable due to the additional computation.  Option 2b adds additional delay to the CSI process since the compressed CSI must be fed back to the gNB, then the gNB must transmit UE-specific precoded CSI-RS, and the UE must then calculate and feed back the CQI based on the precoded CSI-RS.  In addition to the added delay, additional overhead is required for the UE-specific CSI-RS transmission.  Therefore, Option 2b is also undesirable.  Options 1a and 1b make use of the target CSI which is of course known at the UE and do not introduce additional delay, overhead, or computation.  The main disadvantage is that the target CSI will not exactly match the reconstructed CSI at the gNB.  Options 2a-1 and 2a-2 attempt to alleviate the mismatch in the CSI inherent in Options 1a and 1b.  In both cases, an additional decoding operation is required at the UE in order to obtain the reconstructed CSI.  However, this is meant to improve the accuracy of the CQI and may be acceptable depending on the performance gain.  Option 2a-2 allows the decoder model to remain proprietary at both sides (the gNB decoder and the proxy decoder).  RAN1 should focus on evaluation of Options 1a and 2a-1 since these options are the most straightforward to compare across company results.  Results for Options 1b and 2a-2 can also be evaluated to indicate the potential of these approaches.  
[bookmark: _Ref158966680]Proposal 12: RAN1 to focus on the evaluation of Options 1a and 2a-1 for CQI calculation, also considering proposals for Options 1b and 2a-2.
Currently, the legacy methods for calculating rank indicators involve assessing the number of spatial layers used for transmission based on received signal characteristics. AI/ML-based methods, on the other hand, could possibly leverage machine learning algorithms to infer the optimal rank indicator based on past channel state information and transmission performance data. In addition, the gNB at times finds reasons to override the recommended RI fed back by the UE. In these cases, the gNB may make its scheduling decisions based on an assumed, but imperfect CQI for the selected rank since the UE-supplied value only applies to the RI which has been fed back. For these situations, there may be an advantage to using AI/ML-based methods for determining the CQI for different rank hypotheses in order to improve the scheduling decisions.
[bookmark: _Hlk158694292][bookmark: _Ref158966684]Proposal 13: RAN1 to study the feedback of CQI for different rank hypotheses.
Rank > 1 solutions
In [2], the following proposal was made indicating four different options for the model architecture for CSI compression with rank greater than one:
Proposal 3.3.1: For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies are encouraged to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference.
· Option 2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference. 
· Option 3 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· Option 4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· Other options not precluded.
· FFS further down selection for the above options

Our view of Options 1-4 are illustrated in Figure 10 through Figure 13 from the point of view of the encoder assuming a maximum rank of 4 (for simplicity). At first glance, the choice of architecture might be left to implementation. However, we must ensure that the training procedures and assumptions allow compatible encoders and decoders to be designed. In addition, the choice of architecture may have an effect on the method for specifying the CSI feedback bits. If the number of bits fed back are a simple multiple of the bits for the first layer, then any of the four architectures can be used. If the number of bits fed back per layer for larger rank indicators is less than the number of bits for a rank indicator of 1, then the compatible architectures are limited. For example, the layer common architecture (Option 4 in Figure 13) uses a unified model for each layer. This architecture does not support different numbers of fed back bits per layer, while the architectures in Options 1-3 do. Whether this type of optimization is desirable has not yet been studied in RAN1. 
[bookmark: _Ref158966688][bookmark: _Hlk166221637]Proposal 14: RAN1 to study the specification effect of layer common, layer specific, rank common, and rank specific architectures to determine how specifications affect which architectures are supported.
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[bookmark: _Ref158932068]Figure 10: Option 1 -- Rank specific architecture.
[image: ]
Figure 11: Option 2 – Rank common architecture.

[image: ]
Figure 12: Option 3 – Layer specific architecture.

[image: ]
[bookmark: _Ref158932074]Figure 13: Option 4 – Layer common architecture.
Performance monitoring framework
From a broader perspective, we need to be prepared for the case in which AIML-enabled CSI compression scheme cannot outperform the legacy rule-based schemes occasionally. This can be possibly achieved by augmenting a measurement framework to facilitate model switching and fall back to the legacy codebook-based non AIML scheme in a unified manner as illustrated in Figure 14 for example. Once this framework and the associated mechanism are in place, the system performs at least as good as the legacy rule-based schemes which can serve as a solid baseline.


[bookmark: _Ref166221772]Figure 14: Model monitoring state transition diagram example
[bookmark: _Ref166227332]Proposal 15: For NW-side performance monitoring in CSI compression using two-sided model use case, prioritize study of the framework in which the legacy non-AIML based CSI feedback mode is integrated, and fallback to the legacy non-AIML based CSI operation should be supported.
Conclusion
In this contribution, we have addressed AI/ML-based CSI compression.  Our observations and proposals are:
Proposal 1: Regarding SFT-based CSI compression, prioritize Case 2 and Case 4, as these cases are more promising in terms of delivering significant gains.
Proposal 2: For SFT based CSI compression, time coherence effect should be studied, e.g., different scenarios, different UE speeds, various CSI feedback periods, and different length of time sequences.
Proposal 3: Non-ideal UCI feedback impact should be studied and monitoring mechanisms that detect such non-ideal feedback should be developed. Additionally, mechanisms to re-synchronize historical CSI information should be studied.
Proposal 4: Combining a general model with cell/site-specific sub-modules should be considered, regarding the tradeoff between CSI compression performance and model complexity in different cells/sites.
Observation 1: For TXRU mapping with “442” and “282” settings, the SGCS gain of using cell/site specific models over using one generic model is:
· 52 overhead bits: 2.6% SGCS gain
· 128 overhead bits: 1.2% SGCS gain
· 312 overhead bits: 1.8% SGCS gain
Observation 2: For different environment scenarios, the SGCS gain of using cell/site specific models over using one generic model is:
· 52 overhead bits: 0.7% SGCS gain
· 128 overhead bits: 1.4% SGCS gain
· 312 overhead bits: 0.9% SGCS gain
Observation 3: Only negligible SGCS gain is observed with using cell/site specific models compared to using a well-trained generic model for both different TXRU mappings and different scenarios.
Proposal 5: RAN1 further investigate gains of cell/site specific model to see whether there is meaningful gain can be realized. 
Proposal 6: RAN1 needs to quickly perform cost-benefit analysis on Option 5 compared to other contending options, i.e., Option 3 and Option 4, and to consider deprioritization of Option 5 in case there is no clear advantage with respect to the required standardization/inter-vendor operability support efforts.
Observation 4: As regards Option 3a and 3b, their signaling may need to be differentiated depending on the sub-option (3a or 3b).
Proposal 7: RAN1 and RAN4 should align on reference CSI reconstruction structure, wherever applicable, to streamline specification of the reference decoder for UE conformance testing (RAN4) or for deployment in the field (RAN1), in case the respective working group determines to specify the reference model structure for its own purpose.
Proposal 8: As regards interoperability and inter-vendor collaboration aspects investigation, RAN1 can focus on Option 4 first, and possibly extend its specification effort to Option 3, if the need arises.
Observation 5: For support of extendibility of training new UE-side model compatible with NW-side model in use for NW-first separate training collaboration scheme in CSI compression using a two-sided model, UE-vendors should make sure that device-specific variations/updates shall not necessitate re-training of the reference CSI decoder model, once the UE-vendors provided their input CSI data set for NW-side model training.
Proposal 9: As regards Option 4, RAN1 should consider schemes to align quantization rule between UE-side and NW-side, in view of support of inter-vendor collaboration. RAN1 should also consider specification of quantization rule and associated VQ codebook, if applicable, in case out-of-3GPP alignment of vendor-specific proprietary quantization rule could not bring about significant performance gain.
Proposal 10: RAN1 should consider allowing 3GPP members an access to training dataset/reference model parameters/API, etc., irrespective of their original contributors for the benefit of the whole eco system.
Observation 6: It would be problematic if the training process of UE-side encoder is solely managed by the UE and without any explicit mutual alignment between the UE and the NW. This is due to the lack of the NW-side decoder in the UE-side training process, resulting in the lack of an overall assessment metric like SGCS.
Proposal 11: For the inter-vendor training cooperation in CSI compression, RAN1 shall study additional metric or information (besides mere data pair of original CSI and codeword) to monitor and guide UE-side encoder’s model quality in NW-first sequential separate training framework, and eventually boost CSI compression performance and minimize inter-vendor collaboration complexity.
Proposal 12: RAN1 to focus on the evaluation of Options 1a and 2a-1 for CQI calculation, also considering proposals for Options 1b and 2a-2.
Proposal 13: RAN1 to study the feedback of CQI for different rank hypotheses.
Proposal 14: RAN1 to study the specification effect of layer common, layer specific, rank common, and rank specific architectures to determine how specifications affect which architectures are supported.
Proposal 15: For NW-side performance monitoring in CSI compression using two-sided model use case, prioritize study of the framework in which the legacy non-AIML based CSI feedback mode is integrated, and fallback to the legacy non-AIML based CSI operation should be supported.
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Appendix
[bookmark: _Ref131537366]Table 2:  System Level Simulation Assumptions for CSI Compression Datasets
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban

	Carrier Frequency
	4 GHz

	Inter-BS distance
	200m

	Channel model
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8.8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4 Rx: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44 dBm (20 MHz bandwidth)

	BS antenna height
	25m

	UE antenna height & gain
	According to TR 36.873

	UE receiver noise figure
	9 dB

	Modulation
	Up to 256QAM

	Subcarrier spacing
	30kHz

	Simulation bandwidth
	20 MHz

	UE distribution
	80% indoor (3km/h), 20% outdoor (3 km/h)

	Channel estimation
	Ideal



TXRU mAPPING

282 Specific	
52 bits	128 bits	312 bits	0.69089999999999996	0.79549999999999998	0.88	442 Specific	
52 bits	128 bits	312 bits	0.74970000000000003	0.84830000000000005	0.91920000000000002	General Model	
52 bits	128 bits	312 bits	0.70230000000000004	0.81179999999999997	0.88390000000000002	



TXRU mAPPING

General Model	[CELLRANGE]

[CELLRANGE]

[CELLRANGE], 


1.7999999999999905E-2	1.0100000000000109E-2	1.5699999999999936E-2	1	52 bits	128 bits	312 bits	0.70230000000000004	0.81179999999999997	0.88390000000000002	2.6%	1.2%	1.8%	Specific Average	
52 bits	128 bits	312 bits	0.72029999999999994	0.82190000000000007	0.89959999999999996	




Different Scenarios

Uma Specific	
52 bits	128 bits	312 bits	0.69089999999999996	0.79549999999999998	0.88029999999999997	Umi Specific	
52 bits	128 bits	312 bits	0.66069999999999995	0.78490000000000004	0.86019999999999996	InH Specific	
52 bits	128 bits	312 bits	0.73709999999999998	0.83709999999999996	0.9093	General Model	
52 bits	128 bits	312 bits	0.69120000000000004	0.79449999999999998	0.87509999999999999	



DIFFERENT SCENARIOS

General Model	[CELLRANGE]

[CELLRANGE], 

[CELLRANGE]


5.0333333333332231E-3	1.1333333333333306E-2	8.1666666666666554E-3	1	52 bits	128 bits	312 bits	0.69120000000000004	0.79449999999999998	0.87509999999999999	0.7%	1.4%	0.9%	Specific Average	
52 bits	128 bits	312 bits	0.69623333333333326	0.80583333333333329	0.88326666666666664	




image1.png
For the evaluation of temporal domain aspects of AVML-based CSI compression using two-sided
model in Release 19, adopt the following categorization for study:

Case | Target CSIslot(s) | Whether the UE uses past CSI Whether the network uses past CSI
information information
0 Present slot No No
1 Present slot Yes No
2 Present slot Yes Yes
3 Future slot(s) Yes No
4 Future slot(s) Yes Yes
5 Present slot No Yes

Note 1: For the UE, the past CSI information may include past model inputs and/or any information
derived from them. For the network, the past CSI information may include past CSI feedback
instances and/or any information derived from them.

Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with
compression. Similarly, the network may perform prediction as a separate step or jointly with
reconstruction. Companies to report which option is selected, the number of future slots, and whether
the prediction is AVML-based ornot.

Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds.
“Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI
report. “Future slot(s)” includes at least one slot after the present slot and may include the present
slotas well.

Note 4: Down-selection is not precluded.
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For the evaluation of temporal domain aspects of AVML-based CSI compression using two-sided
model in Release 19, adopt the following evaluation assumptions:
o CSI-RS configuration

o Periodic: 5 ms periodicity (baseline). 20 ms periodicity(encouraged)
o Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and
time interval m milliseconds (based on R18 MIMO eType-II)
o CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
o For cases with the use of past CSI information. to report observation window. including
number/time distance of historic CSI/channel measurements.
o For cases with prediction, to report prediction window, including number/time distance of
predicted CSI/channel.
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For the evaluation of temporal domain aspects of AVML-based CSI compression using two-sided
model in Release 19, for Case 2. Case 4 and Case 5, study the performance impact resulting from
non-ideal UCT feedback.
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For the evaluation of AML-based CSI compression using localized models in Release 19. consider
the following options as a starting point to model the spatial correlation in the dataset for a local
region:

o Option 1: The dataset is derived from UEs dropped within the local region, with spatial
consistency modelling as per TR 38.901.

= E.g. Dropped in a specific cell or within a specific boundary.
o Option 2: By using a scenario/configuration specific to the local region.

= E.g. Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.

Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also
correctly captures the decorrelation due to temporal variations in the channel. To report methods to
generate training and testing dataset.
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Training at UE side
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