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1. Introduction
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK11][bookmark: OLE_LINK12]The discussion in previous meeting was still to focus on the model part. The data part related to training data collection for UE side model was instead not addressed.

The two model aspects, model identification and model transfer/delivery, has achieved the following agreement/conclusion,
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network

Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)

Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




In this contribution, we further analyze the example for model identification.






2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Model identification aspect
An example as shown in Introduction session, was agreed in previous meeting for further study in terms of the MI-Option 1, which is to explore the relationship between model identification and data collection related configuration(s)/indication(s), for the UE side model. Also the model is considered to be trained and updated at UE side.

Let’s recap the definition of model identification in TR, 
	Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE. Note: The process/method of model identification may or may not be applicable. Note: Information regarding the AI/ML model may be shared during model identification.




For UE side model, there may be a question that, whether the model identification has any relationship with the consistency issue?

The consistency issue is mainly related to whether the NW side additional conditions could be kept unchanged between the early training and the later inference stages. It should also be noted that, the propagation environment may not be always consistent. For example under an area when there are some new tall buildings, the propagation environment would be changed and this is not controllable by NW and UE. However, the impact of this issue could be further justified through the performance monitoring.

The NW side additional conditions may contain the transmission aspect, such as
· Transmission power
· Antenna and beam response shape
· The physical locations of TRPs
· RS resource mapping to the physical locations of TRPs
· The RS resource orientation (beam direction) and number of RS resources within a set (beam number)
· RS bandwidth (whether there is change)
· Reference time for measurement (whether there is change)

It doesn't mean any change of additional conditions would degrade the model performance. However, once there is any change, it should trigger a mechanism, to either suspend the AI/ML operation or monitor the potential impact.

A natural solution to check whether there is consistency of NW side additional conditions is to request NW to provide additional conditions at training stage and at inference stage, respectively. In this way, the model identification procedure may not be required. The potential risk of this solution is that, the model has been built before the inference, and later the check of consistency fails. The built model may be suspended for use, or may even be re-built through a new round of training data collection.

It would be useful if there is a mechanism that is able to ensure the consistency at early stage so that the built model could avoid to be re-built due to the change of NW side additional conditions. If this mechanism is linked to model ID assignment for model identification, then when a model is identified, UE is not expected to have any further change on the NW side additional conditions.

Then the order of step D and step C could also be exchanged, or step D could happen within the duration of step C. For step D, it may also consider the condition that the model ID may not be assigned to abort the model development.

In step D, there is no need to link model ID with the associated ID(s). We prefer NW to assign model ID in step D. The associated ID(s) may be related to the NW side additional conditions for each use case. Taking positioning use case as example, the associated ID could be the area ID that is further linked to more IDs. 
	[image: ]




[bookmark: _Hlk166273931]Observation 2-1: Ensuring the consistency could be done with model identification

Proposal 2-1: The model identification for training data collection could be supported for the case that, when a model is identified with a model ID, UE is not expected to have any further change on the NW side additional conditions

Proposal 2-2: For step D, it may also consider the condition that the model ID may not be assigned to abort the model development

Proposal 2-3: Consider NW to assign model ID in step D

Proposal 2-4: Associated ID(s) could be discussed in the respective use case agenda item

3. Conclusion
Observation 2-1: Ensuring the consistency could be done with model identification

Proposal 2-1: The model identification for training data collection could be supported for the case that, when a model is identified with a model ID, UE is not expected to have any further change on the NW side additional conditions

Proposal 2-2: For step D, it may also consider the condition that the model ID may not be assigned to abort the model development

Proposal 2-3: Consider NW to assign model ID in step D

Proposal 2-4: Associated ID(s) could be discussed in the respective use case agenda item
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- ArealD-CellList

The IE dreaiD-CellList provides the NR Cell-IDs of the TRPs belonging to a particular network area where the
associated assistance data are valid. Each cell is included in only one area.

—- ASN1START

AreaID-CellList-rl7

SEQUENCE (SIZE(1..maxCellIDsPerArea-rl7)) OF NR-Cell-IDs-rl7

NR-Cell-TDs-r17 ::= SEQUENCE {
nr-CellGlobalID-rl7 NCGI-r15 OPTIONAL,  -- Need ON
nr-PhysCellID-rl7 NR-PhysCellID-r16 OPTIONAL, -- Need ON
nr-ARFCN-r17 ARFCN-ValueNR-rl5 OPTIONAL,  -- Need ON

}
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