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Introduction
A work item on “Artificial Intelligence (AI) and Machine Learning (ML) for NR air interface” has been approved for Rel.19 [1]. The one of objectives is to further study the following CSI feedback enhancement aspects.
· CSI feedback enhancement
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity / overhead
· e.g., considering extending the spatial / frequency compression to spatial / temporal / frequency compression, cell / site specific models, CSI compression plus prediction (compared to Rel.18 non-AI/ML-based approach), etc.
· Alleviate / resolve issues related to inter-vendor training collaboration
while addressing other aspects requiring further study / conclusion as captured in the conclusions section of the TR 38.843.
· For CSI prediction (one-sided model), further study performance gain over Rel.18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study / conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell / site specific model could be considered to improve performance gain).
The agreements / conclusions made in the previous meetings are captured in the Appendix. This document provides our view on the potential specification impact for CSI prediction.
Discussion
Data collection
UE-side data collection
For UE-side data collection for UE-side training, it would be necessary to identify the scenario to collect the data. In CSI-RS transmission, NW-side additional condition like the antenna layout, antenna elements to TxRU mapping, digital/analog beamforming, precoding and so on depends on the network implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE. Being able to categorize the data that is collected based on the scenario or configuration may prove useful during the development of AI/ML models. To facilitate such categorization of the collected data, it is necessary for the network to provide NW-side additional condition to identify the scenario or configuration in which the data is being collected if the training is UE side. However, network may not want to disclose such information as such NW-side additional condition can be related to the competition among networks. In addition, UE vendor does not know the change of the network deployment (such as new cells are added in the neighbor locations, some temporally ON/OFF of the cell for power saving in the midnight and so on). Then, instead of informing actual configuration, some kind of configuration ID and/or change timing of NW-side additional condition is necessary. Configuration ID means the same ID is used in the similar network actual configuration even when the cell ID or locations are different, and it corresponds to associated ID as discussed in 9.1.3.3.
Observation 1: For UE-side data collection for UE-side training, in order to identify the scenario / configuration, how to share the NW-side additional condition should be studied. Instead of informing actual configuration, some kind of configuration ID and /or change timing of NW-side additional condition is necessary.

NW-side data collection
For the ground-truth CSI reporting, reporting can be in grouped manner and/or sample-by-sample. The grouped reporting means that the data collection entity keeps collecting ground-truth CSIs and reports all (or part of) collected samples together, while the sample-by-sample reporting means once data collection entity collects one sample, it would be reported at once. Obviously, the grouped reporting can be applied to model training and non-real time (slow) monitoring, which needs a large amount of data but does not have stringent requirements on the timeliness of samples, while sample-by-sample reporting can be applied to fast performance monitoring, where a few samples are enough but should be timely delivered. Depending on the requirement for latency, what type of signaling is suitable should be considered. For example, ground-truth CSI reporting for model training and non-real time (slow) monitoring could be realized through U-plane. Assuming fast monitoring is 100s of ms order, U-plane, RRC, or MAC-CE can be sufficient.
Observation 2: Data collection for model training and non-real time (slow) monitoring is not required to be real-time and then latency requirement can be relaxed.
Observation 3: Ground-truth CSI reporting could be realized through U-plane at least for data collection for model training and non-real time (slow) monitoring.
Observation 4: Assuming fast monitoring is 100s of ms order, U-plane, RRC or MAC-CE can be sufficient.

On the assistance information for NW-side data collection, it is useful that UE can log / store its ground-truth CSI together with the UE-side additional condition. We see the usefulness of the additional condition at least time stamps / situation of measurement (such as some CSI-RS may not be measured by DRX, random access procedure, or radio link failure), cell ID, and UE location. We also think that it might be useful to report Rx filter assumption such as antenna spacing and Rx RF gain imbalance to the network. If UE enable/disable certain antennas, such information is also useful. However, UE vendor may not want to disclose such information and then the feasibility of reporting such UE-side additional condition to the network should be studied. One of possibilities would be instead of explicit UE Rx filter assumption, to report relative information among different CSI-RS measurements is used for UE-side assistance information for data collection, i.e., as far as the relative CSI-RS measurements relations are similar, UE side additional condition is seen as similar. Similar to NW-side associated ID, UE-side associated ID is necessary, which means the same ID is used in the similar UE-side additional condition.
Observation 5: For NW-side data collection, at least time stamps / situation of measurement, cell ID and UE location should be considered as the UE-side additional condition.
Observation 6: For NW-side data collection, the necessity and feasibility of UE reporting Rx filter assumption to network should be studied. Instead of informing actual configuration, UE-side associated ID is necessary.

Performance monitoring
In order to ensure availability of AI/ML model, the model performance needs to be monitored. There would be the following potential cases for performance monitoring operation at network.
· Case 1: In order to see the trend of the prediction at the point of slot , the network needs the predicted CSI at slot , and ground-truth / current CSI at slot , , …, .
· Case 2: In order to see intermediate KPI situation of the reported predicted CSI, the network needs the predicted CSI at slot  and ground-truth / current CSI at slot .
Case 1 of operation could be used when the network does not know the model within UE but only function. Case 2 of operation could be used if the model works property is already known at the network. We think such distinction is important as the required property of the report is different.
For Case 1, at least for periodic and semi-persistent CSI reporting, the network is able to configure differently between dense reporting and sparse / dense combination reporting. Dense reporting can be used for validation / usability check. Sparse / dense combination can be used periodic check of validation. Reporting periodicity of ground-truth / current CSI can be longer than the reporting periodicity of predicted CSI. For example, periodicity of predicted CSI reporting is 20 ms, while periodicity of ground-truth / current CSI could be 200 ms. For every reporting periodicity of ground-truth / current CSI, dense report such as  continuous slots within prediction window happens. Separate or joint reporting within the predicted CSI could be considered.
For Case 2, the following three types of performance monitoring can be considered.
· Type 1
· UE calculates the performance metric(s).
· UE reports performance monitoring output that facilitates functionality fallback decision at the network.
· Network makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 2
· UE reports predicted CSI and/or the corresponding ground-truth
· Network calculates the performance metrics.
· Network makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3
· UE calculates the performance metric(s).
· UE reports performance metric(s) to the network.
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
In RAN1#116bis, it was agreed to further study on details of Type 1, 2, and 3 with clarifying the following aspects.
· Boundary between Type 1 and Type 3,
· Definition of monitoring output and performance metric
Our interpretation of performance metric is an intermediate KPI such as SGCS of each monitoring data sample. On the boundary between Type 1 and Type 3, in addition to performance metric calculation, if UE performs additional calculation(s) and report the result of additional calculation(s) it can be categorized as Type 1 in which UE report monitoring output. For example, detection of performance metric degradation based on the comparison between intermediate KPI and the configured threshold is one of the additional calculations. The other example is statistic information calculation based on intermediate KPIs over multiple monitoring data samples.
For periodic and semi-persistent CSI reporting, performance monitoring output (Type 1), corresponding ground-truth CSI (Type 2) or performance monitoring metric (Type 3) for the previous predicted CSI can be piggybacked in the predicted CSI report. For aperiodic CSI reporting, these reporting contents for performance monitoring can also be piggybacked in the aperiodic predicted CSI report.
Proposal 1: For discussion purpose of types, boundary between Type 1 and Type 3 is clarified as follows.
· Type 1: UE report monitoring output
· In addition to performance metric calculation, UE performs additional calculation(s) and report the result of additional calculation(s).
· Example of additional calculation
· Detection of performance metric degradation based on the comparison between intermediate KPI and the configured threshold.
· Statistic information calculation based on intermediate KPIs over multiple monitoring data samples.
· Type 3: UE report performance metric
· UE only report performance metric (i.e., an intermediate KPI such as SGCS) of each monitoring data
Observation 7: There are at least two cases for performance monitoring. One is the network to judge whether the CSI prediction model / function at UE is reliable or not. The other is to judge enable / disable the AI/ML functionality in certain environment. These needs separate discussion although the signaling framework can be aligned.
Observation 8: For performance monitoring of CSI prediction, performance monitoring output (Type 1), corresponding ground-truth CSI (Type 2) or performance monitoring metric (Type 3) for the previous predicted CSI can be piggybacked in the predicted CSI report.

Conclusion
In this contribution, we provide our view on the potential specification impact for AI/ML-based CSI prediction. We made following observations.
Section 2.1: Data collection
Observation 1: For UE-side data collection for UE-side training, in order to identify the scenario / configuration, how to share the NW-side additional condition should be studied. Instead of informing actual configuration, some kind of configuration ID and /or change timing of NW-side additional condition is necessary.
Observation 2: Data collection for model training and non-real time (slow) monitoring is not required to be real-time and then latency requirement can be relaxed.
Observation 3: Ground-truth CSI reporting could be realized through U-plane at least for data collection for model training and non-real time (slow) monitoring.
Observation 4: Assuming fast monitoring is 100s of ms order, U-plane, RRC or MAC-CE can be sufficient.
Observation 5: For NW-side data collection, at least time stamps / situation of measurement, cell ID and UE location should be considered as the UE-side additional condition.
Observation 6: For NW-side data collection, the necessity and feasibility of UE reporting Rx filter assumption to network should be studied. Instead of informing actual configuration, UE-side associated ID is necessary.

Section 2.2: Performance monitoring
Proposal 1: For discussion purpose of types, boundary between Type 1 and Type 3 is clarified as follows.
· Type 1: UE report monitoring output
· In addition to performance metric calculation, UE performs additional calculation(s) and report the result of additional calculation(s).
· Example of additional calculation
· Detection of performance metric degradation based on the comparison between intermediate KPI and the configured threshold.
· Statistic information calculation based on intermediate KPIs over multiple monitoring data samples.
· Type 3: UE report performance metric
· UE only report performance metric (i.e., an intermediate KPI such as SGCS) of each monitoring data
Observation 7: There are at least two cases for performance monitoring. One is the network to judge whether the CSI prediction model / function at UE is reliable or not. The other is to judge enable / disable the AI/ML functionality in certain environment. These needs separate discussion although the signaling framework can be aligned.
Observation 8: For performance monitoring of CSI prediction, performance monitoring output (Type 1), corresponding ground-truth CSI (Type 2) or performance monitoring metric (Type 3) for the previous predicted CSI can be piggybacked in the predicted CSI report.
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Appendix: Agreements / conclusions in the previous meetings
RAN1#116
Conclusion:
· For Rel.19 study on CSI prediction, consider UE sided model only.

Agreements:
· For Rel.19 study on CSI prediction, consider EVM agreed in Rel.18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity
· Note: Rrel.18 CSI-RS configuration / reporting can be reused.
· Note: Additional EVM and corresponding template to collect the results can be updated.

Conclusion
· For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.

Agreements:
· For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration.
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged)
· Aperiodic: Optional, CSI-RS burst with  resources and time interval  slots (based on Rel.18 MIMO eTypeII)
· Note: Companies to report observation window (number / distance) and prediction window (number / distance between prediction instances / distance from the last observation instance to the 1st prediction instance) on their evaluation.

Agreements:
· For Rel.19 study on CSI prediction, to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction.
· Rel.18 eType II Doppler codebook is assumed for CSI report for both AI/ML and non-AI/ML prediction.
· Companies to report the assumption for , which could be 1, 2, 4, 8.
· Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, auto-regression).

Agreements:
· For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided.

Agreements:
· For CSI prediction evaluations, to verify the performance/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects.
· Various UE speeds (e.g., 10 km/h, 30 km/h, 60 km/h, 120 km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2 GHz, 3.5 GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input / output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted.
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML based CSI prediction to handle the various scenarios/configurations.

Agreements:
· For the evaluation of AI/ML-based CSI prediction using localized models in Rel.19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region.
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901.
· E.g., dropped in a specific cell or within a specific boundary
· Option 2: By using a scenario / configuration specific to the local region
· E.g., indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
· Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

RAN1#117
Agreements: (RAN1#116bis)
· For the AI/ML-based CSI prediction, adopt following assumptions as a baseline for evaluation purpose.
· UE speed: 30 km/h, 60 km/h
· Others can be additionally submitted, e.g., 10 km/h, 120 km/h
· Observation window (number / distance): 5 / 5 ms, 10 / 5 ms
· Others can be additionally submitted, e.g., 4 / 5 ms, 15 / 5 ms
· Prediction window (number / distance between prediction instances / distance from the last observation instance to the 1st prediction instance): 1 / 5 ms, 4 / 5 ms / 5 ms
· Others can be additionally submitted, e.g., 2 / 5 ms / 5 ms, 3 / 5 ms / 5 ms, 1 / 5 ms / 10 ms
· For other assumptions, reuse Rel.18 baseline.

Conclusion: (RAN1#116bis)
· For evaluation of the UE-sided model-based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
· Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel.18 AI/ML-based CSI prediction.

Agreements: (RAN1#116bis)
· For the AI/ML-based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose.
·  value: 1, 4
· Others can be additionally submitted, e.g., 2, 8.
· paramCombination-Doppler-r18: 6, 7 or paramCombination-r16 = 5, 6 (for Benchmark 1)
· Others can be additionally submitted.
· Note: The same selected parameter combination shall be applied for benchmark.
· CSI report periodicity: 5 ms, 20 ms (encouraged)
· Others can be additionally submitted, e.g., 10 ms.

Agreements: (RAN1#116bis)
· For the UE-sided model-based CSI prediction, for optional evaluation using aperiodic CSI-RS, consider following assumption on observation window (number / distance).
· Observation window: 12 / 2 ms, 8 / 2 ms, 4 / 2 ms
· Others can be additionally submitted.

Conclusion: (RAN1#116bis)
· Consider error modelling in TR 36.897 Table A.1-2 as a baseline if channel estimation error is modelled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered.

Conclusion: (RAN1#116bis)
· If phase discontinuity is modelled, it is modelled as a uniform distribution between  within a time window of, where  degrees  ms can be a baseline.
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional  if adopted.

Conclusion: (RAN1#116bis)
· For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observation within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.

Agreements: (RAN1#116bis)
· For the results template used to collect evaluation results for UE-sided model-based CSI prediction, adopt Table 6 used in Rel.18 as starting point with the following addition.
· Assumption
· UE distribution (baseline: 100% outdoor, optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled.
· Whether/how phase discontinuity is modelled.
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs / M
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Agreements: (RAN1#116bis)
· For the results template used to collect evaluation results for UE-sided model-based CSI prediction using localized models, adopt Table 6 used in Rel.18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model.
· Dataset description
· Local region modelling, e.g., Option 1 or Option 2, and further details
· Temporal modelling, e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model

Agreements: (RAN1#116bis)
· For AI/ML-based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement.

Agreements: (RAN1#116bis)
· At least for inference, for UE-sided model-based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects.
· CSI processing criteria and timeline

Agreements: (RAN1#116bis)
· For performance monitoring for functionality-based LCM, further study on details of Type 1, 2, and 3, e.g., potential specification impact, pros / cons aspects.
· To clarify the boundary between Type 1 and Type 3
· To clarify definition of monitoring output and performance metric
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