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1 [bookmark: _Hlk157855303]Introduction
In RAN#102 meeting[1], a new WID on AI/ML for air interface was approved. The following study objectives related to AI/ML CSI compression were included in the WID with corresponding checkpoints in RAN#105 (Sept ’24). 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
-------------- CSI prediction parts are omitted --------------


In RAN1#116bis meeting[2], some progresses were achieved on the new sub-use cases for CSI compression and the potential approaches to alleviate/resolve issues related to inter-vendor training collaboration. In this contribution, we further provide our analysis and proposals for the new sub-use cases to improve the performance of AI/ML compression in Rel-19 and inter-vendor training collaboration issues. 
2 New sub-use cases for AI/ML CSI compression enhancement
[bookmark: _Hlk162464226]Regarding the limited performance gain for AI/ML based CSI compression using two-sided model, some potential sub-use cases were proposed to improve the trade-off between performance and complexity/overhead in the approved WID in RAN#102[1], e.g., spatial-frequency-temporal domain CSI compression, CSI compression plus prediction, and cell/site specific models. In RAN1#116 meeting[3], some consensuses were reached on the categorization on temporal domain CSI compression sub-use cases and some EVMs for companies to further evaluate the performance of new sub-use cases for AI/ML CSI compression enhancement.   
2.1 Temporal domain CSI compression 
Regarding companies have different understandings on the temporal domain CSI compression use cases, the following five potential cases were agreed for further evaluation in Rel-19 study phase, which were categorized from the items of target CSI slots, whether UE uses past CSI information and whether network uses past CSI information. The following cases are high-level categorized and some sub-cases can be further classified in one specific case. For example, CSI compression plus prediction is a representative use case in Case 3, and whether UE performs prediction as a separate step or jointly with compression can be different sub-use cases. Therefore, companies need to report which option is selected and detailed evaluation metrics. 
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded.
Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.
Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.


Analysis on the cases for temporal domain CSI compression
· For Case 0, it is the case of spatial-frequency domain CSI compression studied in Rel-18 study phase. 
· For Case 1/2/5, it targets to better recover the CSI at present slot via some past CSI information sent in AI/ML model at UE side, NW side or both sides. To our understanding, CSI generation part and reconstruction part are symmetrically designed for CSI compression and CSI recovery. If only one side of model uses past CSI information and extracts the feature of time correlation and the other side does not apply the past CSI information to utilize the corresponding correlation, it is difficult to recover the accurate CSI at NW side. Therefore, Case 2 can be studied as a starting point for CSI recovery at present slot. In addition, some companies show that performance gain can be achieved for Case 2.
· For Case 3/4, it mainly applies to the sub-use case of CSI compression plus prediction, since the target CSI is for future slot(s). The major difference between Case 3 and Case 4 is whether NW-side model uses past CSI information during inference, wherein Case 3 is inclined to operate CSI prediction at UE side and Case 4 is more likely to operate NW-side CSI prediction. Considering only UE-sided model is applied in Rel-19 study on CSI prediction, Case 3 should be prioritized to further study and evaluate the performance in Rel-19 study phase, which is more compatible with the progress in CSI prediction agenda item.  
[bookmark: _Hlk166137466]Due to the limited time in Rel-19 study phase, we propose to study and evaluate the performance for Case 2 and Case 3 as a starting point, which are representative sub-use cases to recover CSI of present slot and future slot(s), respectively. Note that we call spatial-frequency-temporal domain CSI compression and CSI compression plus prediction corresponding to temporal domain CSI compression Case 2 and Case 3 for distinction, respectively.            
2.1.1 CSI compression plus prediction
In Release 18, CSI compression and CSI prediction are two separate sub-use cases to evaluate the performance. However, limited performance gain is observed for both sub-use cases. After the heated discussion in RAN#102[1], a potential extended method of CSI compression plus prediction was proposed to further explore the performance gain over legacy feedback mode. In RAN1#116 meeting[3], the high-level categorization for CSI compression plus prediction, i.e., Case 3 and Case 4, was agreed to alleviate the ambiguity on the sub-use case. In addition, companies reached a consensus on some detailed evaluation assumptions and metrics for further simulation calibration, which are listed as below. Note that the following EVMs are also applicable to spatial-frequency-temporal domain CSI compression sub-use case. 
	[bookmark: _Hlk162690743]Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.
Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.


However, there are still several alternatives subject to Case 3, which are listed as below:  
· Alt 1: Ideal CSI prediction plus AI CSI compression (Optional)
· Alt 2: Legacy CSI prediction plus AI CSI compression 
· Alt 3: AI CSI prediction plus AI CSI compression
Considering only 4 RAN1 meetings are left for study on CSI compression before the checkpoint in September, we suggest down-selecting one alternative to evaluate and analyze. To our understanding, Alt 2 should be prioritized to study and evaluate the performance, e.g., intermediate KPI and eventual KPI. Accompanied with Alt 2, Alt 1 can be also evaluated for reference since ideal CSI prediction is a special case for CSI prediction. For one reason, the primary intention of this agenda item is to improve the performance of Rel-18 AI CSI compression, and Alt 2 can match the motivation well that AI/ML model is just applied for CSI compression part. Compared with Alt 2, Alt 3 introduces the performance gain of AI/ML-based CSI prediction in addition to CSI compression, which is difficult to simply identify the performance gain of AI CSI compression. For another reason, Rel-18 Doppler CSI codebook can be directly adopted as the baseline for Alt 1 and Alt 2, since Rel-18 Doppler CSI codebook is also a CSI compression method to compress multiple time-domain CSI instances by introducing Q=2 doppler basis.  
[bookmark: _Hlk157939327]Proposal 1: For temporal domain CSI compression Case 3, legacy CSI prediction plus AI CSI compression should be prioritized to study and evaluate the performance. 
Potential solutions for legacy CSI prediction plus AI CSI compression  
For legacy CSI prediction plus AI CSI compression, Rel-18 CSI prediction approaches (e.g., Wiener filtering) are adopted to predict multiple future CSI instances and two-sided AI/ML model is utilized for further compression on multiple predicted CSI instances, as shown in Figure 1.
[image: ]
Figure 1 The procedure of legacy CSI prediction plus AI/ML-based CSI compression
Based on the above procedure, we propose one potential case for AI/ML-based CSI compression as below:
· Model input: predicted precoding matrices of multiple instances 
· Model output: recovered predicted precoding matrices of multiple instances 
In this case, the precoding matrices of multiple instances from multiple UEs are generated as training samples, where the rank number of training samples is the same. For model testing/inference, the input of AI model is precoding matrices with instances, each of which can be a four-dimensional tensor with a size of , where 2 denotes real and imaginary parts of each complex channel coefficient,  denotes the number of transmit antenna ports,  denotes the number of sub-bands and denotes the layer number. Then, the output of AI model is recovered precoding matrices of instances. The detailed AI/ML framework is shown in Figure 2.
[image: ]
Figure 2 The input and output of AI/ML model
[bookmark: _Hlk157939341][bookmark: _Hlk162704378][bookmark: _Hlk157939372]Proposal 2: For legacy CSI prediction plus AI CSI compression sub-use case in Case 3, further study and evaluate at least the following potential case:
· Model input: predicted precoding matrices of multiple instances 
· Model output: recovered predicted precoding matrix of each one instance 
Clarification issue on results collection for temporal domain compression Case 3/4
	Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and use case
· Compression case, e.g., case 3 / 4
· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)
· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)
· Methods to handle UCI loss (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· SGCS values before (if applicable) and after compression
· Assumption on the prediction of future CSI 
· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.
· Benchmark schemes
· Description of feedback schemes, i.e., Rel-18 doppler eT2
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable)
CSI_Table X2. CSI comp_Case34 1-on-1 joint training in RAN1#117 meeting 
-------------------- Other parts are omitted ----------------------
	SGCS of benchmark, layer 1
	X: <=80/α bits
	a (b bits) 

	
	Y: 100/α bits-140/α bits
	a (b bits) 

	
	Z: >=230/α bits
	a (b bits) 


Note: X, Y, Z, A, B, and C are feedback overhead rates in bits per time unit of 5ms. 
-------------------- Other parts are omitted ----------------------


According to the above agreement in RAN1#116bis meeting[2], companies reached a consensus on adopting Table 1 used in Rel-18 as starting point with the above additions to collect evaluation results for temporal domain prediction and compression Case 3/4. Moderator provides a Note to clarify that feedback overhead X/Y/Z are feedback overhead rates in bits per time unit of 5ms per layer. To our understanding, the highest parameter combination level (i.e., PC 9) of Rel-18 eType II codebook is less than 700 bits in total under Rank=1. If the length of prediction window is 4 (i.e., N4=4), the feedback overhead rate is less than 175 bits per time instance, which cannot satisfy the yellow highlighted feedback overhead Z (i.e., >=230 bits, where α=1). Therefore, we propose to further study the potential new boundary values to resolve this problem, which should not break the observations in Rel-18 study phase.
Observation 1: For results template Table 1 for temporal domain compression Case 3/4, the highest parameter combination level (i.e., PC 9) of Rel-18 eType II codebook is less than 700 bits in total under Rank=1. If the length of prediction window is 4 (i.e., N4=4), the feedback overhead rate is less than 175 bits per time instance, which cannot satisfy the feedback overhead Z (i.e., >=230 bits, where α=1). 
Proposal 3: For results template Table 1, further study the potential new boundary values to capture the evaluation results of high feedback overhead for temporal domain CSI compression Case 3/4 when the length of prediction window is larger than 2.  
Preliminary evaluation on CSI compression plus prediction
	Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for the temporal domain prediction and compression Case 3 and Case 4, adopt the following evaluation assumptions as baseline:
· Observation window (number/distance):
· For periodic CSI-RS with 5ms periodicity: 12/5ms, 10/5ms, 8/5ms, 5/5ms, 4/5ms, unrestricted observation window
· For periodic CSI-RS with 20ms periodicity: up to companies (encouraged)
· For aperiodic CSI-RS: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  4/5ms/5ms
· Others can be additionally submitted, e.g. 4/1ms/5ms, 8/1ms/5ms, 4/5ms/10ms, 1/-/5ms


We perform a preliminary simulation on ideal CSI prediction plus AI CSI compression to compare the performance with Rel-18 Doppler CSI codebook, which is adopted as baseline comparison. Based on the simulation assumptions for CSI prediction in Rel-18, we generate the dataset for model training and inference. The training data is collected from 12000 UEs, each of which has 50 CSI samples with 5ms CSI-RS periodicity. Additionally, the UE distribution is 100% outdoor and UE speed is 30 km/h. In detail, the assumptions for the generation of dataset construction are listed in the following table:
Table 1 Assumptions for dataset construction for ideal CSI prediction plus AI CSI compression
	Parameter
	Value

	Scenario
	Dense Urban (Macro only)

	Number of UEs to generate data
	32000

	Sample number per UE
	50

	CSI sample interval
	5ms

	Training dataset size
	1600K

	Testing dataset size
	20K

	Input data type 
	Eigenvector


In our evaluation, 4 predicted CSI instances are reported in one CSI reporting instance and the reporting periodicity is 20ms, which is the baseline case agreed in RAN1#116bis meeting[2]. In addition, average bit-rate of CSI feedback overhead across time is adopted as the evaluation metric in RAN1#116 meeting[3]. For example, CSI payload size P per T CSI instances will result in an overhead rate of P / T bits per instance. Basically, we provide the SGCS evaluation results of rank 1 under low, medium and high feedback overhead, i.e., PC2, PC5 and PC9 for Rel-18 eType II codebook, listed in the following three tables.
Table 2-1 SGCS simulation results for 4 predicted CSI instances compression under PC 2 in rank=1 
	SGCS/Overhead
	PC 2 (41.5 bits/instance)

	
	Instance#1
	Instance#2
	Instance#3
	Instance#4
	Average

	Rel-18 eType II
	0.7466 
	0.7594 
	0.7542 
	0.7430 
	0.7508 

	AI
	0.8417 
	0.8445 
	0.8452 
	0.8409 
	0.8431 

	SGCS Gain
	12.74%
	11.21%
	12.07%
	13.18%
	12.29%


Table 2-2 SGCS simulation results for 4 predicted CSI instances compression under PC 5 in rank=1 
	SGCS/Overhead
	PC 5 (78.75 bits/instance)

	
	Instance#1
	Instance#2
	Instance#3
	Instance#4
	Average

	Rel-18 eType II
	0.7946 
	0.8074 
	0.8068 
	0.7926 
	0.8004 

	AI
	0.8780 
	0.8796 
	0.8801 
	0.8776 
	0.8788 

	SGCS Gain
	10.50%
	8.94%
	9.09%
	10.72%
	9.80%


Table 2-3 SGCS simulation results for 4 predicted CSI instances compression under PC 9 in rank=1 
	SGCS/Overhead
	PC 9 (157.5 bits/instance)

	
	Instance#1
	Instance#2
	Instance#3
	Instance#4
	Average

	Rel-18 eType II
	0.8239 
	0.8368 
	0.8372 
	0.8236 
	0.8304 

	AI
	0.9094 
	0.9102 
	0.9096 
	0.9092 
	0.9096 

	SGCS Gain
	10.38%
	8.77%
	8.65%
	10.39%
	9.54%


As shown in the above tables, when feedback overhead is low (e.g., PC2), AI model can show larger SGCS gain over Rel-18 eType II codebook, which is 12.29% in average for rank=1. With the feedback overhead increasing (e.g., PC 5 and PC 9), the SGCS gain decreases as well, however, AI-based approach still can achieve above 9% SGCS gain over Rel-18 eType II codebook. Overall, AI CSI compression can achieve around 9.5%~12.3% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead for ideal CSI prediction plus AI CSI compression sub-use case.   
[bookmark: _Hlk166137515]Observation 2: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, AI CSI compression can achieve around 9.5%~12.3% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead when the length of prediction window is 4.
Considering the model complexity is in scale with the number of compressed CSIs, we also simulate that 2 predicted CSI instances are reported in one CSI reporting instance and the reporting periodicity is 10ms. The simulation results are shown in Table 3.
Table 3 SGCS simulation results for 2 predicted CSI instances compression under rank=1 
	SGCS/Overhead
	PC 2 (82 bits/instance)
	PC 5 (156.5 bits/instance)
	PC 9 (315 bits/instance)

	
	Instance#1
	Instance#2
	Instance#1
	Instance#2
	Instance#1
	Instance#2

	Rel-18 eType II
	0.7997
	0.8031
	0.8614
	0.8625
	0.8950
	0.8948

	AI
	0.8824
	0.8834
	0.9199
	0.9199
	0.9521
	0.9523

	SGCS Gain
	10.34%
	10.00%
	6.79%
	6.66%
	6.38%
	6.43%


As shown in Table 3, when feedback overhead is low (e.g., PC2), AI model can show larger SGCS gain over Rel-18 eType II codebook, which is around 10% for rank=1. However, with the feedback overhead increasing (e.g., PC 9), the SGCS gain decreases to around 6.4%. Overall, AI CSI compression can achieve around 6.4%~10.3% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead for ideal CSI prediction plus AI CSI compression sub-use case. Compared with the baseline case (i.e., 4 CSI instances compression), some SGCS gain degradation is observed for 2 CSI instances compression since less time correlation can be extracted between CSI instances for further compression.    
[bookmark: _Hlk162704401][bookmark: _Hlk166137538]Observation 3: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, AI CSI compression can achieve around 6.4%~10.3% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead when the length of prediction window is 2.
Observation 4: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, with the increasing number of predicted CSI instances from 2 to 4, more SGCS gain can be observed since more time correlation can be extracted among CSI instances for further compression.    
Analysis on the case of legacy CSI prediction plus AI CSI compression
Based on the above simulation results, AI/ML model can better leverage the time correlation among CSI instances to jointly compress multiple CSI instances, which may further reduce the total overhead. However, the input and output dimension of AI/ML model would extend to K times compared with Rel-18 AI/ML model for spatial-frequency domain CSI compression, which would increase the model complexity. Additionally, it is hard to identify and distinguish the output contents of CSI generation model, e.g., the time information of compressed CSI. When Part 2 CSI is not able to be completely transmitted, how to deal with CSI omission needs further discussion. 
[bookmark: _Hlk162704419][bookmark: _Hlk157939385]Observation 5: For legacy CSI compression plus CSI prediction sub-use case in Case 3, the following issues needs to be further addressed.
•	Increased buffer overhead
•	Model input: predicted precoding matrices of multiple instances
•	Increasing model complexity with the input dimension expansion
•	Hard to identify and distinguish the output content of CSI generation model
•	CSI recovery failure at NW side caused by CSI omission
2.1.2 Spatial-frequency-temporal domain CSI compression 
Spatial-frequency-temporal domain CSI compression is associated with temporal domain CSI compression Case 2, i.e., the information of past CSI instances is introduced into the AI/ML model to assist the current CSI compression at both UE side and NW side, as shown in Figure 3. AI/ML model may leverage the time correlation among CSI instances to further compress the current CSI instance. 
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\4CAB0853.tmp]
Figure 3 The procedure of leveraging past CSI instances to assist the current CSI compression
Potential solutions for spatial-frequency-temporal domain CSI compression  
Based on the above procedure, we propose one potential solution for spatial-frequency-temporal domain CSI compression as shown in Figure 4.
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\76BA079A.tmp]
Figure 4 The structure of AI/ML model for spatial-frequency-temporal domain CSI compression
In this case, a cascaded structure of convolutional long short-term memory (ConvLSTM) and Transformer is adopted, wherein ConvLSTM module is introduced to further extract the time-domain correlation among CSI instances. For model testing/inference, the input of AI model is precoding matrix of current slot, which can be a three-dimensional tensor with a size of , where 2 denotes real and imaginary parts of each complex channel coefficient,  denotes the number of transmit antenna ports,  denotes the number of sub-bands. Different from Rel-18 spatial-frequency domain CSI compression (i.e., Case 0), the past CSI information  of last slot generated from ConvLSTM module also needs to be fed into the ConvLSTM module at current slot to help compress the current CSI. That is to say, the past information from previous slot can be regarded as accumulated CSI information, and the CSI feedback over the air-interface for the current slot can be considered as delta CSI information on top of the accumulated CSI information. Symmetrically, NW side also applies ConvLSTM module to leverage the correlation of past CSI information at NW side to better recover the current CSI.    
Preliminary evaluation on spatial-frequency-temporal domain CSI compression 
We perform preliminary simulations on spatial-frequency-temporal domain CSI compression to compare the performance between Rel-18 spatial-frequency domain CSI compression case and Rel-16 eType-II codebook, which are adopted as baseline comparison. Based on the simulation assumptions for AI-based CSI compression in TR38.843[4], we generate the dataset for model training and inference. The training data is collected from 28000 UEs, each of which has 50 CSI samples with 5ms CSI-RS periodicity. Additionally, the observation window includes 10 continuous CSI samples, which are generated with a non-overlapping sampling manner. In detail, some key assumptions related to S-F-T CSI compression are listed in the following table.
Table 4 Simulation assumptions for spatial-frequency-temporal domain CSI compression
	Parameter
	Value

	CSI-RS configuration
	5ms

	CSI reporting periodicity
	5ms

	UE distribution
	80% indoor, 20% outdoor

	Number of UEs to generate data
	28000

	Sample number per UE
	50

	Observation window
	10 continuous CSI samples

	Training dataset size
	1400K

	Testing dataset size
	20K

	Input data type 
	Eigenvector


In our evaluation, ideal UCI feedback is assumed, i.e., no UCI missing is considered. Basically, we provide the SGCS gain of rank 1 over baseline methods under low, medium and high feedback overhead, i.e., Payload X, Y and Z for S-F-T CSI compression, listed in the following Table 5.
Table 5 SGCS simulation results for S-F-T CSI compression under rank=1 
	SGCS/Overhead
	Payload X (63 bits)
	Payload Y (112 bits)
	Payload Z (238 bits)

	Rel-16 eType II
	0.6803
	0.7488
	0.8356

	Rel-18 AI-SF compression
	0.7312
	0.8111
	0.8994

	Rel-19 AI-SFT compression
	0.7867
	0.8473
	0.9097

	Rel-19 AI-SFT SGCS gain over Rel-16 eType II
	15.6%
	13.2%
	8.9%

	Rel-19 AI-SFT SGCS gain over Rel-18 AI-SF
	7.6%
	4.5%
	1.1%


As shown in Table 5, when feedback overhead is low (e.g., 63 bits), AI-SFT model can show larger SGCS gain over Rel-16 eType II codebook and Rel-18 AI-SF model, which are around 15.6% and 7.6%, respectively. However, with the feedback overhead increasing (e.g., 238 bits), the SGCS gains decrease to 8.9% and 1.1%. Overall, AI-SFT CSI compression can achieve around 8.9%~15.6% SGCS gain over Rel-16 eType II codebook and around 1.1%~7.6% SGCS gain over Rel-18 AI-SF compression under low, medium and high feedback overhead for spatial-frequency-temporal domain CSI compression sub-use case.   
[bookmark: _Hlk166137585]Observation 6: For temporal domain CSI compression Case 2, AI CSI compression can achieve around 8.9%~15.6% SGCS gain over Rel-16 eType II codebook and 1.1%~7.6% SGCS gain over temporal domain CSI compression Case 0 under low, medium and high feedback overhead, respectively.
Analysis on the spatial-frequency-temporal domain CSI compression 
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback. 


In RAN1#116 meeting[3], companies discussed and reached a consensus on the study for the performance impact resulting from non-ideal UCI feedback for the spatial-frequency-temporal domain CSI compression sub-use case since NW-part model also needs to be fed into the past CSI information to leverage the time correlation features among CSI instances. For example, UCI missing or partial CSI omission may incur the model performance degradation since current CSI compression and reconstruction has strong dependency on integrated last CSI information. If last CSI information is omitted due to CSI dropping rule, the CSI reconstruction model at NW side cannot leverage the corresponding CSI information of last instance to achieve current CSI reconstruction. Considering the first time CSI compression without any historical CSI information, the AI/ML model may also suffer from certain performance loss. In addition, aperiodic CSI triggering may also lead to the performance loss to the cases that NW side uses past CSI information, e.g., spatial-frequency-temporal domain CSI compression. When there is long time interval between two aperiodic CSI triggering instances, the past CSI information is outdated that there may not be any useful time correlation to be utilized, which is even harmful to model inference. Therefore, we propose to further study the performance impact resulting from the aperiodic CSI feedback. Basically, UE also needs to buffer the CSI information of past instance(s) since the past CSI information is a part of AI/ML model input. This would increase the additional buffer overhead to UE. In addition, an extra module for time correlation extraction (e.g., LSTM) may be incorporated into current spatial-frequency compression model, which may also increase the model complexity if no other lightweight processing.    
[bookmark: _Hlk162704872][bookmark: _Hlk157939292]Observation 7: For temporal domain CSI compression Case 2, the following issues needs to be further addressed.
· Performance degradation caused by non-ideal UCI feedback, e.g., UCI missing, partial CSI omission
· Performance loss caused by initial CSI compression without any historical CSI information  
· Aperiodic CSI feedback
· Increased buffer overhead
· Increasing model complexity compared with S-F domain CSI compression model 
[bookmark: _Hlk162704910]Proposal 4: For temporal domain CSI compression Case 2, further study the performance impact resulting from the aperiodic CSI feedback.
2.2 Cell/site specific model
In Release 18, some companies proposed that cell/site specific model can achieve more performance gain over generalized model in the specific area, e.g., one cell/sector or one site, since the inference data can match the training dataset distribution well. To our understanding, cell/site specific model is just a potential enhanced approach but not a new independent use case, since it can be applied to any use case to potentially increase the AI/ML performance gain. For the sake of discussion convenience, cell/site specific model is considered as a new sub-use case in the contribution.
[bookmark: _Hlk162704926]Observation 8: Cell/site specific model is just a potential enhanced approach but not a new independent use case, since it can be applied to any use case to potentially increase the AI/ML performance gain.
[bookmark: _Hlk157939465]EVM for cell/site specific model
After several rounds of discussion in RAN1#116 meeting[3], some progresses were achieved on the evaluation assumptions and metrics for calibration as below:
	[bookmark: _Hlk162691193]Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.


For cell/site specific model, there are two different perspectives on the implementation for this method, which are listed as below.
· Perspective#1: A simpler AI/ML model is trained in the specific cell/site
· Perspective#2: A smaller dataset in the specific cell/site is collected for AI/ML model training
For Perspective#1, although a simpler AI/ML cell/site specific model can be trained compared with the generalized model, sufficient data collection is still needed in each cell/site for model training. In total, the additional cost for data collection per cell/site would incur despite offline data collection. Additionally, an AI/ML model with extremely simple model structure may not show good performance gain over a generalized model due to the limited model learning capability. 
[bookmark: _Hlk157847771]For Perspective#2, only a small dataset is needed in the specific area for model training and AI/ML model can achieve the comparable performance with the generalized model in Rel-18, which is observed in our preliminary evaluation results. In addition, it is an easier way to operate the simulation without model design and evaluate the performance comparison with Rel-18 generalized model, which simply needs to generate a new small dataset for the specific cell/site. Therefore, we propose to prioritize the alignment on the understandings and EVMs for the cell/site specific model among companies first during Rel-19 study phase.         
[bookmark: _Hlk157939480]Observation 9: For cell/site specific model, there are two different perspectives on the implementation for this method as follow:
•	Perspective#1: A simpler AI/ML model is trained in the specific cell/site
•	Perspective#2: A smaller dataset in the specific cell/site is collected for AI/ML model training
Proposal 5: For cell/site specific model, prioritize the alignment on the understandings and EVMs for the cell/site specific model among companies first during Rel-19 study phase.
· Further study and evaluate at least the method of a smaller dataset in the specific cell/site collected for AI/ML model training as a starting point.
Preliminary evaluation on cell/site specific model  
We perform a preliminary simulation on spatial-frequency domain CSI compression to compare the performance of cell/site specific model and generalized model in Rel-18. In addition, Rel-16 eTypeII codebook is also adopted as baseline comparison. In our previous evaluation on generalized model in Rel-18, the training data is collected from M cells (e.g., 21 cells), each of which contains P UEs (e.g., 10 UEs) per simulation drop and Q drops (e.g., 3000 drops) are adopted. Furthermore, for cell/site specific model training, only N cells from M cells are picked for data collection and other generation assumptions keep the same as the data generation method for generalized model. Note that the number of training data samples X per cell is the same between generalized model and cell/site specific model, i.e., . In this way, additional data collection overhead is not needed for the specific cell/site model. Therefore, we propose to construct the dataset for cell/site specific model with the same number of data samples per cell/site compared with generalized model, which is more convenient for EVM calibration among companies. For spatial correlation modelling, Option 1 is adopted in our simulation. 
[bookmark: _Hlk162704960]Proposal 6: For EVM calibration on cell/site specific model, prioritize to construct the dataset for cell/site specific model with the same number of data samples per cell/site compared with generalized model.
Detailed training parameters of generalized model and cell/site-specific model are listed in Table 7-1 and Table 7-2. The training dataset is generated from 3000 simulation drops and 30 UEs from 3 cells per simulation drop, which results in 90000 samples in total, and the size of validation dataset and testing dataset is 50 and 100 samples, respectively. Training data samples and testing data samples are collected from different UE drops, while the grid of map remains the same between training and testing for channel parameter generation. In our evaluation, layer-common model is adopted for cell/site specific model and ideal sub-band eigenvectors are used as the input of AI models for training, validation and testing. Basically, we provide the intermediate KPI evaluation results of rank 2, i.e., SGCS, in the following Table 6.   
Table 6 SGCS simulation results for rank=2 
	SGCS/Overhead
	PC 1 (120 bits)
	PC 5 (434 bits)
	PC 8 (644bits)

	
	Layer 1
	Layer 2
	Layer 1
	Layer 2
	Layer 1
	Layer 2

	eType II
	0.6870
	0.5538
	0.8396
	0.7473
	0.8711
	0.7951

	Generalized model
	0.7191
	0.5866
	0.8836
	0.8078
	0.9218
	0.8641

	Cell/site specific model
	0.8797
	0.7421
	0.9209
	0.8294
	0.9361
	0.8653

	SGCS gain over generalized model
	22.33%
	26.51%
	4.22%
	2.67%
	1.55%
	0.14%


[bookmark: _Hlk157719433]As shown in the Table 6, when feedback overhead is low (e.g., PC1), cell/site specific model can show larger SGCS gain over generalized model, which is over 20% for rank=2. However, with the feedback overhead increasing, the SGCS gain becomes marginal since generalized model can recover accurate CSI and show good performance.  
[bookmark: _Hlk157939496][bookmark: _Hlk166137667][bookmark: _Hlk162704978]Observation 10: When feedback overhead is low (e.g., PC1), cell/site specific model can show larger SGCS gain over generalized model, which is over 20% for rank=2. However, with the feedback overhead increasing, the SGCS gain becomes marginal.  
Analysis on the cell/site specific model
For cell/site specific model, each cell/site trains its own model based on data collected within the cell/site. According to the simulation results in the above table, only a small dataset is needed for cell/site specific model training, which can achieve the similar performance compared with the generalized model trained by voluminous data collected from multiple cells/sites. However, the cell/site specific model would suffer from the significant performance degradation if a UE moves from one cell/site to another, since the cell/site specific model cannot generalize to the unseen cells/sites. Therefore, additional model updating procedure is needed to adapt to the new region. On one hand, gNB can transfer a new CSI generation model for application in this new cell/site. On the other hand, a new dataset delivered from this new cell/site can be used for model updating, e.g., model fine-tuning. In general, the potential specification impact may be related to model transfer or dataset delivery. 
[bookmark: _Hlk157939509]Observation 11: For cell/site specific model sub-use case, when UE moves from one region to another region, additional model updating procedure is needed to adapt to the new region.
· Transferring a new model 
· New dataset for model updating (e.g., model fine-tuning)
3 Inter-vendor training collaboration
3.1 Analysis on inter-vendor collaboration options
In the approved WID, another study objective about alleviating/resolving issues related to inter-vendor training collaboration was included in AI/ML CSI compression part. In RAN1#116 meeting[3], some potential approaches are proposed to alleviate / resolve the issues related to inter-vendor training collaboration for two-sided model as below. In addition, some aspects need to be further studied and analyzed when different options are compared, e.g., inter-vendor collaboration complexity, performance, interoperability and feasibility. 
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· [bookmark: _Hlk162605031]Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


3.1.1 Analysis on Option 1
In addition, some progresses were achieved for Option 1 and Option 2. For Option 1, from RAN1 perspective, if it is feasible to specify a reference model, Option 1 can eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors), however, it may have limited performance compared with Option 3/4/5 and require high specification effort. Additionally, further study and final conclusion on interoperability and RAN4 testing is up to RAN4. However, for Option 2, it is deprioritized to discuss in RAN1, while it shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.
	Conclusion
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.


For Option 1, three categories for standardized reference model (i.e., structure + parameters) can be further classified as follows. Based on the conclusion achieved in last meeting, performance needs to be further studied on these categories, which is analyzed as below.  
· Cat 1: Standardized reference CSI generation model
· Cat 2: Standardized reference CSI reconstruction model
· Cat 3: Standardized reference CSI generation model and CSI reconstruction model
Performance
According to the outcomes of Rel-18 study phase, the model complexity of CSI reconstruction part is higher than CSI generation part in general, since Network has stronger computational capability on model inference compared with UE device. In addition, Network has to develop a generalized CSI reconstruction part to match various UE devices, which somehow increases the model complexity. By contrast, there is no strong motivation for UE device to use a generalized model over multiple NW vendor in one specific cell/site. In other words, an appropriate model design for CSI reconstruction part can guarantee the system performance to large extent. However, if reference CSI reconstruction model is specified (e.g., Cat 2 and Cat 3), it would lead to lack flexibility of NW-side model design and further restrict the whole system performance upper-bound even if some offline engineering is performed, e.g., model optimization. We believe that specified reference model in Option 1 should not seriously hinder the end-to-end performance of AI scheme, thus we propose to prioritize to study Cat 1, i.e., standardized reference CSI generation model.        
Observation 12: An appropriate model design for CSI reconstruction part can guarantee the system performance to large extent. However, if reference CSI reconstruction model is specified, it would lead to lack flexibility of NW-side model design and further restrict the whole system performance upper-bound even if some offline engineering is performed.  
Proposal 7: For Option 1, prioritize to study the case of standardized CSI generation part.  
3.1.2 Analysis on Option 3
After some heated discussion in RAN1#116bis meeting[2], Option 3 and 5 are further categorized into Option 3a/5a and Option 3b/5b according to whether offline engineering is needed (e.g., potential re-training, re-development of a different model, offline testing). Furthermore, three sub-options 1/2/3 are further proposed for Option 3a, Option 5a and Option 4 from the perspective of exchanging parameters/model/dataset of UE-side, NW-side and both sides, respectively.   
	Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 


In this section, we further analyze the key aspects on the different sub-options of Option 3 in detail as follows, assuming that information is exchanged from NW side to UE side, i.e., model parameters. For Option 3, there are three detailed cases can be further categorized, such as standardized CSI generation part structure, standardized CSI reconstruction part structure and standardized CSI generation part structure plus standardized CSI reconstruction part structure. Before discussing the key issues of detailed sub-options, we need to figure out the applicable cases of the sub-options in Option 3a (i.e., Option 3a-1/3a-2/3a-3), since some sub-options may not work under all the conditions if no additional collaboration engineering is introduced between NW side and UE side. For example, Option 3a-1 is mainly applicable to the case of standardized CSI generation part structure as only the complete CSI generation part (i.e., standardized CSI generation part structure plus the parameters exchanged from NW side to UE side) is obtained by UE side and UE side can deploy the model or perform offline engineering for potential re-training, re-development of a different model and/or testing. Otherwise, UE cannot identify the meaning of parameters without any prior information about the corresponding model structure even though NW side exchanges the parameters to UE side, e.g., standardized reference CSI generation part structure + Option 3a-2 (parameters exchanged from the NW-side to UE-side is CSI reconstruction part). To our understanding, the three sub-options (i.e., Option 3a-1/3a-2/3a-3) are in one-to-one correspondence to the three cases of Option 3 (i.e., standardized structure of CSI generation part/CSI reconstruction part/both parts). 
[bookmark: _Hlk166256087]Observation 13: For Option 3a, the three sub-options (i.e., Option 3a-1/3a-2/3a-3) are in one-to-one correspondence to standardized structure of CSI generation part/CSI reconstruction part/both parts. 
3.1.2.1 Interoperability for Option 3
Interoperability issue is divided into three sub-sections for further discussion, i.e., Option 3a without offline secondary development, Option 3a with offline secondary development and Option 3b, respectively. 
3.1.2.1.1 Option 3a without offline secondary development
Interoperability is a challenging issue to Option 3 since actual CSI generation model deployed at UE side and CSI reconstruction model deployed at NW side need to be guaranteed to be paired and satisfy some specific performance targets. How to guarantee the interoperability and whether to exchange additional information for offline testing needs further consideration. To our understanding, provided the side of standardized model structure would not perform secondary development (e.g., model re-training, re-development of a different model) and simply deploy the reference model, the models of two sides can be interoperable naturally. For example, UE side only compiles the received parameters based on the specified CSI generation model structure and deploys it at UE, the interoperability issue can be guaranteed since NW side has full picture of CSI generation model, and CSI reconstruction model at NW side can be easily compatible with the deployed CSI generation mode. 
[bookmark: _Hlk166255913]Observation 14: For Option 3a, if the side of standardized model structure would not perform secondary development (e.g., model re-training, re-development of a different model) and simply deploy the reference model, the AI/ML models deployed at two sides can be interoperable naturally.
3.1.2.1.2 Option 3a with offline secondary development
Universally, vendors may not directly deploy the specified reference model and operate some offline engineering on the reference model to improve performance. In this situation, the interoperability issue may be questionable in the actual deployment and further study and analysis are necessary. In this section, we assume only the side of standardized model structure may operate offline engineering on AI/ML model. For instance, if the CSI generation part structure is specified, UE side may perform model re-training or re-developing at OTT server. 
Based on the assumption, the subsequent discussion for different sub-options would be separated into two perspectives:
· Perspective#1: Parameter exchange without any additional information
· Perspective#2: Parameter exchange with additional information
For Perspective#1, the detailed analysis on Option 3a is listed in the following table:
Table 7 Perspective#1: Parameter exchange without any additional information
	Option 3a-1
	In Figure 5, NW-side first trains a whole two-sided model based on the specified CSI generation part structure and transfers CSI generation part parameters to the UE. Then, UE delivers the received parameters to its OTT server for subsequent offline engineering, e.g., model compiling, re-training, re-development and/or testing. UE side can develop its proprietary reference CSI reconstruction model based on UE-side collected data in the specific region (e.g., cell/site). Based on this UE-side reference CSI reconstruction part, UE can further perform secondary development on the CSI generation part. If UE-side end-to-end performance can meet some performance target, the interoperability issue may be possible to achieve. However, UE-side collected dataset may be different from NW-side dataset, which is a mixed dataset collected from various UE vendors. Thus, the actual end-to-end performance after model deployment needs further study and evaluation.
[image: ]
Figure 5 The detailed procedure of Option 3a-1 without any additional information exchange 

	Option 3a-2
	In Figure 5, NW-side first trains a whole two-sided model based on the specified CSI generation part structure and transfers CSI generation part parameters to the UE. Then, UE delivers the received parameters to its OTT server for subsequent offline engineering, e.g., model compiling, re-training, re-development and/or testing. UE side can develop its proprietary reference CSI reconstruction model based on UE-side collected data in the specific region (e.g., cell/site). Based on this UE-side reference CSI reconstruction part, UE can further perform secondary development on the CSI generation part. If UE-side end-to-end performance can meet some performance target, the interoperability issue may be possible to achieve. However, UE-side collected dataset may be different from NW-side dataset, which is a mixed dataset collected from various UE vendors. Thus, the actual end-to-end performance after model deployment needs further study and evaluation.
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\ABE34DB.tmp]
Figure 6 The detailed procedure of Option 3a-2 without any additional information exchange 

	Option 3a-3
	For Option 3a-3, NW-side first trains a whole two-sided model based on the structures of specified CSI generation part and CSI reconstruction part, and then transfers both parts of parameters to the UE. Then, UE delivers the received parameters to its OTT server for subsequent offline engineering, e.g., model compiling, re-training, re-development and/or testing. In addition, NW side also can perform secondary development on reference CSI reconstruction part to develop a proprietary model for deployment, as shown in Figure 7. Since both UE-side and NW-side can have a full picture of reference CSI generation model and reconstruction model, interoperability issue is possible to be guaranteed. However, the actual end-to-end performance after model deployment also needs further study and evaluation if both sides perform secondary development before actual system use.
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\AAD8959C.tmp]
Figure 7 The detailed procedure of Option 3a-3 without any additional information exchange


[bookmark: _Hlk166255940][bookmark: _Hlk166264052]Observation 15: For Option 3a with offline secondary development, interoperability issue may be resolved without offline additional information exchange. However, the actual end-to-end performance after model deployment may not be guaranteed if either side and/or both sides perform offline secondary development before actual system use.

Basically, if Option 3a without any additional information exchange is not able to guarantee good system performance during the actual deployment, Perspective#2 can be further considered to provide some methods to alleviate the poor performance and improve interoperability between NW side and UE side. 
For Perspective#2, NW side exchanges some additional information to UE besides model parameters, e.g., NW-side dataset, NW-side reference CSI reconstruction model, performance target, etc. Assuming performance target is the necessary information exchanged between NW side and UE side to guarantee the testing performance, three sub-alternatives for additional information exchange can be classified in Perspective#2 as follows:
•	Alt 1: Dataset exchange
•	Alt 2: Reference model exchange
•	Alt 3: Reference model + dataset exchange
Similarly, the detailed analysis on Option 3a for Perspective#2 is listed in the following table:
Table 8 Perspective#2: Parameter exchange with additional information
	Option 3a-1
	Alt 1: Dataset exchange
	For Alt 1, NW-side transfers the parameters accompanied with NW-side dataset to UE, and then UE can only develop its proprietary model and operate offline testing based on the delivered dataset, which is shown in Figure 8. However, UE-side end-to-end performance testing can only be performed based on UE-side reference CSI reconstruction model, which may be different from NW-side model. If the UE-side reconstruction model is possibly analogous to the NW-side model and the testing performance meets the pre-defined performance target, the actual end-to-end performance after deployment may be guaranteed. 
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\A4B72FA7.tmp]
Figure 8 The detailed procedure of Alt 1 of Option 3a-1

	
	Alt 2: Reference model exchange
	For Alt 2, NW-side transfers the parameters accompanied with NW-side reference CSI reconstruction model to UE (assuming that NW-side deployed CSI reconstruction model is different from reference model), and then UE can only develop its proprietary model and operate offline testing based on the delivered reference CSI reconstruction model, which is shown in Figure 9. UE-side can operate end-to-end performance testing based on the delivered reference CSI reconstruction model from Network and its own collected testing data in one specific region (e.g., cell/site). The performance of Alt 2 can be guaranteed referring to the evaluation results of Type 2 sequential training captured in TR 38.843[4], since the reference CSI reconstruction model is frozen during UE-side offline training and testing phase. However, reference model transfer may disclose the proprietary information of NW vendor, e.g., NW implementation. In addition, it is questionable whether UE-side CSI generation part developed based on the NW-side reference CSI reconstruction part can be compatible with the actual CSI reconstruction part deployed at Network provided the version of NW-side model is updated for several times. 
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Figure 9 The detailed procedure of Alt 2 of Option 3a-1

	
	Alt 3: Reference model + dataset exchange
	For Alt 3, NW-side transfers the parameters accompanied with both NW-side reference CSI reconstruction model and NW-side dataset to UE (assuming that NW-side deployed CSI reconstruction model is different from reference model), and then UE can only develop its proprietary model and operate offline testing based on the delivered additional information, which is shown in Figure 10. In this case, UE-side can operate end-to-end performance testing based on the delivered reference CSI reconstruction model from Network and NW-side testing dataset. If the testing performance meets the pre-defined performance target, the actual end-to-end performance after deployment may be guaranteed. However, similar to Alt 2, the problem of proprietary information disclosure and mismatch of model version would hinder the interoperability issue between UE side and NW side. 
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Figure 10 The detailed procedure of Alt 3 of Option 3a-1

	Option 3a-2
	Alt 1: Dataset exchange
	Since UE is able to have full knowledge of reference CSI reconstruction model, reference model is not needed to exchange in the Option 3a-2, i.e., Alt 2 and Alt 3 are not applicable. As shown in Figure 11, NW-side transfers the parameters accompanied with NW-side dataset to UE, and then UE can only develop its CSI generation part and operate offline testing based on the reference CSI reconstruction model and delivered dataset. If the testing performance meets the pre-defined performance target, the actual end-to-end performance after deployment may be guaranteed. Thus, the interoperability issue may be alleviated by exchanging NW-side dataset. 
[image: C:\Users\10245035\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\C34B7BE3.tmp]
Figure 11 The detailed procedure of Alt 1 of Option 3a-2

	Option 3a-3
	Alt 1: Dataset exchange
	Similarly, only Alt 1 (i.e., dataset exchange) is applicable to this case since UE is clear about the reference CSI reconstruction model. In addition, the interoperability issue can also be resolved via end-to-end offline testing at UE side. Though the interoperability issue may be resolved, Option 3a-3 suffers end-to-end performance limitation due to specification on the whole two-sided reference model structure. 


[bookmark: _Hlk166140446][bookmark: _Hlk166264088]Observation 16: Performance of Option 3a may be guaranteed via offline engineering with exchanged additional information. However, the problem of proprietary information disclosure would hinder the interoperability issue between UE side and NW side.  
Based on the above analysis, although the interoperability issue of Option 3a-3 may be addressed, the end-to-end performance is limited to the whole specified two-sided reference model structure, which may have lower performance upper-bound compared with Option 3a-1 and Option 3a-2. 
Observation 17: Though the interoperability issue of Option 3a-3 may be resolved, the end-to-end performance is limited to the whole specified two-sided reference model structure, which may have lower performance upper-bound compared with Option 3a-1 and Option 3a-2.
3.1.2.1.3 Option 3b
For Option 3b, NW trains the complete two-sided model and then transfers the CSI generation part parameters to UE over the air-interface. Parameters received at UE are directly used for inference without offline engineering, potentially with on-device operations, e.g., model compiling. The detailed procedure is shown in Figure 12. If the format of the delivered parameters (e.g., quantization method) can be interpreted and compiled by UE device, the interoperability issue can be resolved. In addition, timescale of deployment for option 3b is moderate, e.g., minutes or hours for on-device operation to deploy the transmitted parameters on UE, which is shorter than the options with offline engineering.
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Figure 12 The detailed procedure of Option 3b
[bookmark: _Hlk166140783][bookmark: _Hlk166256007]Observation 18: Compared with Option 3a, Option 3b experiences shorter timescale to do model inference without offline engineering if the format of the received parameters can be interpreted and compiled by UE device.
3.1.2.1.4 Summary
Based on the above discussion, Option 3 is possible to alleviate interoperability issue, however, the actual end-to-end performance of two-sided model should be further studied and evaluated when offline engineering is performed by UE vendors and/or NW vendors. Furthermore, in order to resolve interoperability issue and guarantee the performance after deployment, post-development operations may be necessary during the actual deployment. For Option 3b, the delivered model parameters should be interpreted and compiled at the other side, e.g., known quantization format. 
[bookmark: _Hlk166247769][bookmark: _Hlk166264157]Proposal 8: For Option 3, further study and evaluate the actual end-to-end performance of different sub-options when either side and/or both sides perform offline secondary development before actual system use. 
3.1.2.2 Other aspects for Option 3
· Inter-vendor collaboration complexity
In general, Option 3 still needs parameter exchange between NW side and UE side though reference model structure is standardized. If the model parameters are exchanged over the air-interface, it can alleviate inter-vendor collaboration complexity to a large extent. For example, model transfer z4 is a representative case in Option 3, i.e., Network transfers the model parameters to UE. Compared with dataset transfer and reference model transfer, the parameter exchange results in less collaboration complexity since the parameter size is smaller than dataset or the whole model. Furthermore, Option 3a-1 and Option 3b may further reduce some complexity since only CSI generation part parameters needs to be delivered over the air interface.  
· Performance  
Though the reference model structure is standardized in Option 3, the parameters of reference model can be trained/updated according to the practical deployment environment, which may provide better performance than Option 1. However, the performance is still not optimal since the specified reference model structure limits the NW-part and/or UE-part model design. Furthermore, Option 3a-1/Option 3b may achieve better performance as NW-side model has more flexibility on model design to develop a complicated CSI reconstruction model for sustaining end-to-end system performance. However, Option 3a-3 may suffer from lower end-to-end performance upper-bound due to the specification on the whole two-sided reference model structure compared with other sub-options in Option 3.
· Feasibility
Overall, Option 3 can be a feasible way to alleviate inter-vendor collaboration issues. Option 3 results in less inter-vendor collaboration complexity via over-the-air delivery compared with Option 4 and Option 5, since parameter size is smaller than dataset and model. Standardized reference model structure is relatively simpler than Option 1, which requires moderate specification effort. In addition, interoperability issues can be alleviated through some additional information exchange and performance can also be guaranteed for specific cell/site scenario with updated parameters.
3.1.3 Analysis on Option 4
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
Different from Option 3/5, Option 4 is simply subject to offline engineering since model training related procedure can merely be performed at UE server in current stage. After heated discussion on Option 4 in RAN1#116bis meeting[2], three sub-options were agreed for further study and we provide comprehensive analysis on these sub-options as follows. 
· Interoperability
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback)
· Option 4-1 is mainly related to the NW-first Type 3 training in Rel-18 that NW trains the complete two-sided model and then transfers the dataset of target CSI and CSI feedback to UE side for development of CSI generation part based on the transferred dataset. If the evaluation metric between actual CSI feedback and transferred CSI feedback meets a specific performance target, the trained CSI generation part is assumed to be compatible with the actual CSI reconstruction part at NW side. The detailed procedure is shown in Figure 13. 
· According to the observations in TR38.843[4], NW-first Type 3 training may be interoperable though NW-part model and UE-part model are trained separately based on the delivered dataset. If UE-side CSI generation model backbone is compatible with the CSI reconstruction model at NW side and testing performance meets performance target, the interoperability issue may be guaranteed in the actual deployment.        
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Figure 13 The detailed procedure of Option 4-1
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI)
· In this case, NW trains the complete two-sided model and then transfers the dataset of CSI feedback and reconstructed target CSI to UE side for development of CSI generation part based on the transferred dataset. If the evaluation metric between actual CSI feedback and transferred CSI feedback meets a specific performance target, the trained CSI generation part is assumed to be compatible with the actual CSI reconstruction part at NW side. The detailed procedure is shown in Figure 14.   
· Regarding the target CSI is not included in the delivered dataset for CSI generation model training, UE side has to apply reconstructed target CSI for model training. However, there is certain loss between target CSI and reconstructed target CSI since AI model inference is lossy. Thus, the performance of Option 4-2 may be worse than Option 4-1 and interoperability issue cannot be resolved.      
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Figure 14 The detailed procedure of Option 4-2
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI)
· In this case, NW trains the complete two-sided model and then transfers the dataset of target CSI, CSI feedback and reconstructed target CSI to UE side for development of both CSI generation part and CSI reconstruction part based on the transferred dataset. If the evaluation metric between actual reconstructed target CSI and transferred reconstructed target CSI meets a specific performance target, the trained CSI generation part is assumed to be compatible with the actual CSI reconstruction part at NW side. The detailed procedure is shown in Figure 15.
· Compared with Option 4-1 and Option 4-2, UE side can obtain the complete dataset to train both CSI generation part and CSI reconstruction part based on the delivered dataset and evaluated the end-to-end performance metric, e.g., SGCS, to judge whether the actual performance can satisfy the performance target. Intuitively, Option 4-3 may be interoperable if the model backbone of UE-side reference CSI reconstruction model is aligned with NW-side actual CSI reconstruction model by chance. Otherwise, it may still suffer from the performance loss due to the misaligned backbone between UE-side and NW-side or even interoperability issue may not be guaranteed.
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Figure 15 The detailed procedure of Option 4-3
Therefore, post-development testing of option 4 is necessary, which could be a monitoring-like procedure to test the performance of real-deployed models to guarantee interoperability between UE-side model and NW-side model. 
[bookmark: _Hlk166264219]Observation 19: The interoperability issue is questionable when model backbones are misaligned between UE side and NW side. 
· Inter-vendor collaboration complexity
Option 4 still needs dataset exchange between NW side and UE side despite standardized data / dataset format. However, it may consume huge resource overhead when the dataset is exchanged over the air-interface. For example, NW-first training collaboration Type 3 needs dataset transfer from Network to UE for UE-part model training. Basically, the size of dataset is higher than parameter and reference model by several orders of magnitude. In general, Option 4-3 needs to consume more transmission resource to transfer the whole dataset of CSI generation part and CSI reconstruction part, which is larger than Option 4-1 and Option 4-2.
[bookmark: _Hlk166247799]Observation 20: Over-the-air dataset exchange would consume huge resource overhead.
· Performance 
Option 4 applies to Type 3 training collaboration studied in Release 18. According to the evaluation results captured in TR 38.843[4], the performance loss may incur due to the separate training scheme compared with Type 1 joint training scheme (e.g., Option 3/5). In addition, if the model backbones between UE-side model and NW-side model are not aligned, the performance degradation may be larger since UE side has no prior information about the CSI reconstruction model backbone at NW side. For example, Network trains a CSI reconstruction model with Transformer backbone and UE trains a CSI generation model with CNN backbone according to the transferred dataset, which incurs certain performance loss. Therefore, the performance of Option 4 is also sub-optimal.
· Feasibility
When the dataset is exchanged over the air-interface, it may consume huge resource overhead for dataset transmission. Additionally, it incurs large UE power consumption for receiving dataset and over-the-air dataset delivery can result in large latency since the model trained by using the delivered dataset may be outdated in use. Potential performance degradation and interoperability problem in actual deployment may also hinder the feasibility. Overall, Option 4 is less feasible than Option 3. 
3.1.4 Analysis on Option 5
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
As is known to all, Option 5 aims to specify model format and exchange a reference model between NW side and UE side. However, model transfer z3 and transfer z5 are deprioritized in Rel-19 study phase according to the conclusion in agenda item 9.1.3.3. Therefore, only model transfer z4 can apply to Option 5, i.e., model transfer in open format of a known model structure at UE. Regarding model transfer z4, the main difference between Option 5 and Option 3 is that the reference model structure is aligned based on offline inter-vender collaboration instead of standardized reference model structure. 
· Inter-vendor collaboration complexity
Option 5 needs to exchange a reference model over the air-interface between NW side and UE side, which may consume larger resource overhead compared with Option 3 (i.e., parameter delivery). However, reference model transfer consumes much lower complexity than Option 4. Besides, additional offline collaboration complexity is introduced to align the reference model structure compared with Option 3. 
· Performance
Option 5 applies to Type 1 training collaboration with known model structure studied in Release 18. In principle, the performance of Option 5 is better than other options since Type 3 training (i.e., Option 4) would incur certain performance loss compared with Type 1 training. Additionally, Option 3 is more flexible to design model structure to match its own hardware/software environment rather than a specified reference model structure.
· Interoperability
For Option 5a/5b, the interoperability issue are the same as Option 3a/3b, since Option 5 via over-the-air delivery is limited to model transfer z4.  
· Feasibility
Generally, Option 5 has some common problems as Option 3, e.g., interoperability and testing related issue. However, it would bring about more offline additional inter-vendor collaboration complexity for reference model structure alignment and larger resource overhead consumption compared with Option 3, which becomes a bottleneck of the feasibility issue for Option 5. As a whole, Option 5 is less feasible than Option 3.   
[bookmark: _Hlk166143921][bookmark: _Hlk166247822]Observation 21: Option 5 shares the same conclusion of interoperability issue as Option 3, however, Option 5 incurs more offline additional inter-vendor collaboration complexity for reference model structure alignment. 
3.1.5 [bookmark: _Hlk162705016][bookmark: _Hlk158196058]Summary of Option 1/3/4/5 
According to the conclusion on the pros and cons of different training collaboration types in TR38.843[4], much commonality is shared for UE-first training and NW-first training. However, there are still some disadvantages for UE-first training in some specific aspects compared with NW-first training, e.g., model update flexibility after deployment, performance, etc. Therefore, we propose to prioritize to study Option 3/4/5 assuming that Network first trains the model and exchanges the parameters/model/dataset to UE side. In addition, since offline delivery incurs additional vendor-vendor collaboration engineering which is harmful to alleviate inter-vendor complexity, we propose to study over-the-air delivery scheme for Option 3/4/5 in prior. 
[bookmark: _Hlk166256192]Proposal 9: For Option 3/4/5, prioritize to study NW-first training scheme and exchanging the parameters/model/dataset from NW side to UE side.  
Proposal 10: For Option 3/4/5, prioritize to study over-the-air delivery scheme.
In addition, post-development testing of option 3a/4/5a is necessary if offline engineering is performed by UE vendors and/or NW vendors, since it could be a monitoring-like procedure to test the performance of real-deployed models to guarantee interoperability and end-to-end system performance between UE-side model and NW-side model.
Proposal 11: For Option 3a/4/5a, further study the post-development operations on the AI/ML model during the actual deployment to guarantee the interoperability issue and performance when offline engineering is performed by UE vendors and/or NW vendors.
Based on the above comprehensive analysis on different training collaboration options, we further summarize the results in the following table 9. Therefore, we propose to study Option 3 as a starting point to alleviate the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
Observation 22: For different inter-vendor training collaboration Option 3/4/5, the detailed analysis is summarized in the following table.   
Table 9 Analysis on training collaboration Option 3/4/5
	Inter-vendor training collaboration options
	Inter-vendor collaboration complexity
	Performance
	Interoperability and RAN4 / testing related aspects
	Feasibility

	Option 1
	No collaboration complexity if feasible for specification
	Sub-optimal, limited to the reference model 
· Performance of specified reference CSI generation part is better than specified reference CSI reconstruction part  
	Up to RAN4 study
	Feasible
· Specification effort may be high 
· Specification evolution with the development of AI model

	Option 3
	Need parameter exchange between NW-side and UE-side, 
· Over-the-air parameter transfer may result in some resource overhead, less complexity compared with Option 4 and Option 5 
· Offline parameter delivery may result in additional offline multi-vendor collaboration 
	Sub-optimal, limited to the specified reference model structure
	· Option 3a: Interoperable but performance needs further evaluation 
· Option 3b: Interoperable if delivered parameters can be interpreted and compiled at the other side
	Feasible 
· Delivered model parameters need to be interpreted at the other side 

	Option 4
	Need dataset exchange between NW-side and UE-side
· Over-the-air dataset delivery may result in huge resource overhead
· Offline dataset delivery may result in additional offline multi-vendor collaboration 
	Sub-optimal, performance loss compared with Option 5 according to TR 38.843
	May be interoperable, however, performance loss may incur due to the misaligned model backbone according to TR 38.843 
	Less feasible
· Over-the-air dataset delivery may result in huge resource overhead, large UE power consumption, large latency 

	Option 5
	Need reference model exchange between NW-side and UE-side, less complexity than Option 4
· Over-the-air model transfer may result in large resource overhead
· Offline model delivery may result in additional offline multi-vendor collaboration
	Optimal compared with other options
	Same as Option 3 
	Less feasible 
· Additional offline inter-vendor collaboration is needed for model structure alignment


3.2 Mapping relationship among model identification, multi-vendor collaboration and model pairing for two-sided AI/ML model
As depicted in our companion contribution[5], the multi-vendor collaboration issues can be analyzed in association with the study on model identification and model pairing for two-sided model. The detailed mapping relationship among model identification, multi-vendor collaboration, and model pairing is summarized as the following table 10.
Table 10 The mapping relationship among model identification, multi-vendor collaboration, and model pairing
	Category
	Model identification
	Multi-vendor collaboration
	Whether model pairing is addressed
	Analysis

	Data collection related configuration(s) and/or indication(s)
	MI-Option 1
	
	No
	MI-Option 1 may not address the model pairing issue directly. For example, even with the same data collection related configurations and/or indications, the UE-part model may not be compatible with the network-part model due to the quantization method, data resolution, output size of the CSI generation part, etc.

	Dataset
	MI-Option 2
	Option 2, Option 4
	Yes
	MI-Option 2 (dataset transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model transfer
	MI-Option 3
	Option 3, Option 5
	Yes
	MI-Option 3 (model transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Standardization of reference models
	MI-Option 4
	Option 1
	Yes
	MI-Option 4 (standardized reference model) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model monitoring
	MI-Option 5
	
	No
	MI-Option 5 (model monitoring) may not address the model pairing issue directly. For example, in case of poor model performance, it is not clear whether it is due to the incompatibility of the model or other potential reasons, e.g., additional condition.  


In order to enable comprehensive analysis on AI/ML framework for two-sided model, a complete and unified solution for model identification, multi-vendor collaboration, and model pairing can be further studied.
[bookmark: _Hlk166145881]Proposal 12: For comprehensive analysis on AI/ML framework for two-sided model, further study a complete and unified solution for model identification, multi-vendor collaboration, and model pairing.
4 Remaining issues for AI/ML CSI compression
4.1 Data collection
During the Rel-18 study for data collection, UE-side data collection and NW-side data collection were separately discussed and reached some agreements as follow.  
	· Agreement in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· [bookmark: _GoBack]Latency requirement for data collection
· Signaling for triggering the data collection
· Agreement in RAN1#113
Agreement:
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
· Agreement in RAN1#113
Agreement:
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.



Network-side data collection
For network side data collection, UE is required to conduct measurements based on configured reference signals and then report the ground-truth CSI to the network for model training or performance monitoring. However, the overhead of the ground-truth label transmitted over the air-interface is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors). To address this issue, one solution is to enhance legacy CSI to increase its reliability, e.g., higher resolution CSI based on legacy Rel-16 eType II codebook design. As observed in our simulation, Rel-16 eType II CB with new parameters for one training sample only increases the overhead by 50% compared to Rel-16 eTypeII CB with the maximal payload (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. 
[bookmark: _Hlk162705050]Proposal 13: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook design to achieve high-resolution CSI for model training and performance monitoring
For data collection at NW side, the quality of data reported from different UEs may vary greatly. For example, the data collected by UEs at the cell edge may suffer from low signal strength and serious interference from neighbor cell, resulting in a low quality of collected data adverse to model training. There are two potential solutions to tackle this problem. On one hand, UE can report associated information with collected data, e.g., SINR, CQI, positioning information, and then NW determines the data quality and whether/how to apply the collected data. On the other hand, NW can configure a threshold of data quality to UE. Then UE determines whether the quality of collected data meets the requirement and only reports the qualified data. Therefore, we propose to further study the potential solutions and specification impacts regarding the data quality during data collection at least from the following two aspects:
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
[bookmark: _Hlk162705068]Proposal 14: To enable high-quality data collection from UE to network, at least support
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
4.2 CQI determination 
During the study phase in Rel-18, the following agreement was achieved for CQI determination in CSI report.
	· Agreements in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


For CQI determination, we analyze the pros and cons of different options in Table 11, and we propose to further down-select some potential options in Rel-19 study phase. 
Table 11 The analysis on CQI determination
	CQI determination
	Analysis

	CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation
	Option 1a: CQI is calculated based on target CSI with realistic channel measurement 
	· UE can directly adopt the target CSI with realistic channel measurement for CQI calculation
· UE may over-estimate the channel condition and reconstructed PMI and CQI are not matched
· Network may always need to make some adjustment on UE reported CQI according to outer loop control

	
	Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment
	· A CQI adjustment table can be constructed according to some channel characteristics based on some priori information at NW side
· UE can calculate the similarity-related metrics between measured channel and the channel characteristics to do corresponding CQI adjustment
· Beneficial to the system performance after potential adjustment

	
	Option 1c: CQI is calculated based on legacy codebook
	· UE may not support traditional codebook and AI/ML codebook simultaneously, which will largely increase the UE complexity
· Mismatching between PMI and CQI is also unavoidable. If traditional codebook can already get accurate PMI, it is not necessary to implement AI/ML models. 

	CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation

	Option 2a-1: CQI is calculated based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW.

	· UE may also be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent
· The CSI reconstruction model is generally a proprietary design by network side

	
	Option 2a-2: CQI is calculated based on proxy CSI reconstruction output at UE side, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW.
	· The accuracy of CQI calculation based on the proxy output CSI at UE is strongly related to the proxy model design, which may be not reliable.
· It may impose huge burden on the network side to additionally identify/monitor/manage the UE-side proxy model

	
	Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder. 
	· UE has to receive a CSI-RS and report the PMI compressed by AI/ML model in the first step. Then, UE is to receive a precoded CSI-RS based on the reconstructed PMI at network and report the CQI determined by precoded CSI-RS in the second step. 
· The two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI
· In current specification, this mode is already supported (i.e., when the report quantity is cri-RI-CQI) and less specification impact is foreseen. 


Based on the above analysis, we propose to at least prioritize the specification impact discussions on Option 1a, Option 1b.
[bookmark: _Hlk162705086][bookmark: _Hlk166145939]Proposal 15: For CQI determination, at least prioritize the specification impact discussions on Option 1a, Option 1b.
4.3 Performance monitoring
During the study in Rel-18, the following agreement related to monitoring based on intermediate KPIs were achieved.
	· Agreements in RAN1#112
Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


When AI/ML model performance loss happens, it should contribute to the whole two-sided model. Thus, monitoring can be performed at either UE side or NW side to monitor the current AI/ML model performance. 
Network-side performance monitoring
For NW-side monitoring, UE needs to report ground-truth CSI to network to calculate the monitoring metrics due to the fact that network cannot directly obtain the ground-truth label. In order to improve the performance of network-based model monitoring, a higher resolution ground-truth label needs to be reported by UE. Similar to data collection, an enhanced Type II codebook with acceptable overhead can be a promising solution to NW-side monitoring, since this solution provides good performance monitoring accuracy according to the observations in TR. Therefore, we propose to further study at least the following case for model performance monitoring based on intermediate KPIs in prior,
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side. 
[bookmark: _Hlk162705102]Proposal 16: Prioritize to study the specification impacts on at least the following case for model performance monitoring, 
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE.
UE-side performance monitoring
For UE-side performance monitoring, two alternatives were proposed by companies in Rel-18 as below:
· Alt 1: UE-side monitoring based on the actual CSI reconstruction model at NW side
· Alt 2: UE-side monitoring based on the output CSI transmitted from NW side to UE side
· Alt 3: UE-side monitoring based on the UE-side proxy model
We further analyze and summarize the pros and cons of these approaches in the following Table 12.
Table 12 The analysis on UE-side performance monitoring approaches
	UE-side monitoring alternatives
	Analysis

	Alt 1: UE-side monitoring based on the actual CSI reconstruction model at NW side
	· Accurate intermediate KPI can be calculated
· Huge burden on the overhead of CSI reconstruction model delivery over the air
· NW-side model proprietary information may be disclosed to UE
· UE device may not be able to perform monitoring due to the limited computational/storage capability

	Alt 2: UE-side monitoring based on the output CSI transmitted from NW side to UE side
	· Less transmission overhead compared with Alt 1
· Additional latency is needed for output CSI transmission.
· Quantization loss would be introduced to output CSI due to the quantization type, e.g., codebook-based quantization.
· Additional storage burden for UE may be needed since UE has to buffer the previous CSI to match the output-CSI for calculating performance metrics.

	Alt 3: UE-side monitoring based on the UE-side proxy model
	· No need to transmit CSI reconstruction model or output CSI  
· The weak learning capability of proxy model incurs worse generalization performance according to our observations 
· If the proxy model is up to UE implementation and transparent to the Network side, the monitoring performance of the UE-side proxy model is not convincing at NW side since no additional LCM of UE-side proxy model is operated
· If the proxy model is not transparent to the Network side, it would impose huge burden on the network side to additionally identify/monitor/manage the UE-side proxy model.


Based on the analysis on the three alternatives, each one has some challenging problems to be addressed in actual deployment. Therefore, we propose to deprioritize the study on UE-side performance monitoring in Rel-19 study phase. 
[bookmark: _Hlk162705133]Proposal 17: In CSI compression using two-sided model use case, deprioritize the study on UE-side monitoring in Rel-19 study phase.
5 Conclusion
In this contribution, we discuss the new sub-use cases for AI/ML-based CSI feedback enhancement, inter-vendor collaboration issues and some remaining issues in Rel-18. We have the following observations and proposals:
New sub-use cases for AI/ML CSI compression enhancement
CSI compression plus prediction
Proposal 1: For temporal domain CSI compression Case 3, legacy CSI prediction plus AI CSI compression should be prioritized to study and evaluate the performance. 
Proposal 2: For legacy CSI prediction plus AI CSI compression sub-use case in Case 3, further study and evaluate at least the following potential case:
· Model input: predicted precoding matrices of multiple instances 
· Model output: recovered predicted precoding matrix of each one instance
Clarification issue on results collection for temporal domain compression Case 3/4
Observation 1: For results template Table 1 for temporal domain compression Case 3/4, the highest parameter combination level (i.e., PC 9) of Rel-18 eType II codebook is less than 700 bits in total under Rank=1. If the length of prediction window is 4 (i.e., N4=4), the feedback overhead rate is less than 175 bits per time instance, which cannot satisfy the feedback overhead Z (i.e., >=230 bits, where α=1). 
Proposal 3: For results template Table 1, further study the potential new boundary values to capture the evaluation results of high feedback overhead for temporal domain CSI compression Case 3/4 when the length of prediction window is larger than 2. 
Observation 2: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, AI CSI compression can achieve around 9.5%~12.3% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead when the length of prediction window is 4.
Observation 3: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, AI CSI compression can achieve around 6%~10% SGCS gain over Rel-18 eType II codebook under low, medium and high feedback overhead when the length of prediction window is 2.
Observation 4: For ideal CSI prediction plus AI CSI compression sub-use case in Case 3, with the increasing number of predicted CSI instances, more SGCS gain can be observed since more time correlation can be extracted among CSI instances for further compression.
Observation 5: For legacy CSI compression plus CSI prediction sub-use case in Case 3, the following issues needs to be further addressed.
•	Increased buffer overhead
•	Model input: predicted precoding matrices of multiple instances
•	Increasing model complexity with the input dimension expansion
•	Hard to identify and distinguish the output content of CSI generation model
•	CSI recovery failure at NW side caused by CSI omission
Spatial-frequency-temporal domain CSI compression
Observation 6: For temporal domain CSI compression Case 2, AI CSI compression can achieve around 8.9%~15.6% SGCS gain over Rel-16 eType II codebook and 1.1%~7.6% SGCS gain over temporal domain CSI compression Case 0 under low, medium and high feedback overhead, respectively.
Observation 7: For temporal domain CSI compression Case 2, the following issues needs to be further addressed.
· Performance degradation caused by non-ideal UCI feedback, e.g., UCI missing, partial CSI omission
· Performance loss caused by initial CSI compression without any historical CSI information  
· Aperiodic CSI feedback
· Increased buffer overhead
· Increasing model complexity compared with S-F domain CSI compression model 
Proposal 4: For temporal domain CSI compression Case 2, further study the performance impact resulting from the aperiodic CSI feedback.
Cell/site specific model
Observation 8: Cell/site specific model is just a potential enhanced approach but not a new independent use case, since it can be applied to any use case to potentially increase the AI/ML performance gain.
Observation 9: For cell/site specific model, there are two different perspectives on the implementation for this method as follow:
•	Perspective#1: A simpler AI/ML model is trained in the specific cell/site
•	Perspective#2: A smaller dataset in the specific cell/site is collected for AI/ML model training
Proposal 5: For cell/site specific model, prioritize the alignment on the understandings and EVMs for the cell/site specific model among companies first during Rel-19 study phase.
· Further study and evaluate at least the method of a smaller dataset in the specific cell/site collected for AI/ML model training as a starting point.
Proposal 6: For EVM calibration on cell/site specific model, prioritize to construct the dataset for cell/site specific model with the same number of data samples per cell/site compared with generalized model.
Observation 10: When feedback overhead is low (e.g., PC1), cell/site specific model can show larger SGCS gain over generalized model, which is over 20% for rank=2. However, with the feedback overhead increasing, the SGCS gain becomes marginal.
Observation 11: For cell/site specific model sub-use case, when UE moves from one region to another region, additional model updating procedure is needed to adapt to the new region.
· Transferring a new model 
· New dataset for model updating (e.g., model fine-tuning)
Inter-vendor training collaboration
Analysis on Option 1
Observation 12: An appropriate model design for CSI reconstruction part can guarantee the system performance to large extent. However, if reference CSI reconstruction model is specified, it would lead to lack flexibility of NW-side model design and further restrict the whole system performance upper-bound even if some offline engineering is performed.  
Proposal 7: For Option 1, prioritize to study the case of standardized CSI generation part.
Analysis on Option 3
Observation 13: For Option 3a, the three sub-options (i.e., Option 3a-1/3a-2/3a-3) are in one-to-one correspondence to standardized structure of CSI generation part/CSI reconstruction part/both parts.
· Option 3a without offline secondary development 
Observation 14: For Option 3a, if the side of standardized model structure would not perform secondary development (e.g., model re-training, re-development of a different model) and simply deploy the reference model, the AI/ML models deployed at two sides can be interoperable naturally.
· Option 3a with offline secondary development 
Observation 15: For Option 3a with offline secondary development, interoperability issue may be resolved without offline additional information exchange. However, the actual end-to-end performance after model deployment may not be guaranteed if either side and/or both sides perform offline secondary development before actual system use.
Observation 16: Performance of Option 3a may be guaranteed via offline engineering with exchanged additional information. However, the problem of proprietary information disclosure would hinder the interoperability issue between UE side and NW side.  
Observation 17: Though the interoperability issue of Option 3a-3 may be resolved, the end-to-end performance is limited to the whole specified two-sided reference model structure, which may have lower performance upper-bound compared with Option 3a-1 and Option 3a-2.
· Option 3b
Observation 18: Compared with Option 3a, Option 3b experiences shorter timescale to do model inference without offline engineering if the format of the received parameters can be interpreted and compiled by UE device.
· Summary
Proposal 8: For Option 3, further study and evaluate the actual end-to-end performance of different sub-options when either side and/or both sides perform offline secondary development before actual system use. 
Analysis on Option 4 
Observation 19: The interoperability issue is questionable when model backbones are misaligned between UE side and NW side. 
Observation 20: Over-the-air dataset exchange would consume huge resource overhead.
Analysis on Option 5 
Observation 21: Option 5 shares the same conclusion of interoperability issue as Option 3, however, Option 5 incurs more offline additional inter-vendor collaboration complexity for reference model structure alignment. 
Summary on different inter-vendor collaboration options
Proposal 9: For Option 3/4/5, prioritize to study NW-first training scheme and exchanging the parameters/model/dataset from NW side to UE side.  
Proposal 10: For Option 3/4/5, prioritize to study over-the-air delivery scheme.
Proposal 11: For Option 3a/4/5a, further study the post-development operations on the AI/ML model during the actual deployment to guarantee the interoperability issue and performance when offline engineering is performed by UE vendors and/or NW vendors.
Observation 22: For different inter-vendor training collaboration Option 3/4/5, the detailed analysis is summarized in the following table.   
Table 9 Analysis on training collaboration Option 3/4/5
	Inter-vendor training collaboration options
	Inter-vendor collaboration complexity
	Performance
	Interoperability and RAN4 / testing related aspects
	Feasibility

	Option 1
	No collaboration complexity if feasible for specification
	Sub-optimal, limited to the reference model 
· Performance of specified reference CSI generation part is better than specified reference CSI reconstruction part  
	Up to RAN4 study
	Feasible
· Specification effort may be high 
· Specification evolution with the development of AI model

	Option 3
	Need parameter exchange between NW-side and UE-side, 
· Over-the-air parameter transfer may result in some resource overhead, less complexity compared with Option 4 and Option 5 
· Offline parameter delivery may result in additional offline multi-vendor collaboration 
	Sub-optimal, limited to the specified reference model structure
	· Option 3a: Interoperable but performance needs further evaluation 
· Option 3b: Interoperable if delivered parameters can be interpreted and compiled at the other side
	Feasible 
· Delivered model parameters need to be interpreted at the other side 

	Option 4
	Need dataset exchange between NW-side and UE-side
· Over-the-air dataset delivery may result in huge resource overhead
· Offline dataset delivery may result in additional offline multi-vendor collaboration 
	Sub-optimal, performance loss compared with Option 5 according to TR 38.843
	May be interoperable, however, performance loss may incur due to the misaligned model backbone according to TR 38.843 
	Less feasible
· Over-the-air dataset delivery may result in huge resource overhead, large UE power consumption, large latency 

	Option 5
	Need reference model exchange between NW-side and UE-side, less complexity than Option 4
· Over-the-air model transfer may result in large resource overhead
· Offline model delivery may result in additional offline multi-vendor collaboration
	Optimal compared with other options
	Same as Option 3 
	Less feasible 
· Additional offline inter-vendor collaboration is needed for model structure alignment


Mapping relationship among model identification, multi-vendor collaboration and model pairing for two-sided AI/ML model
Proposal 12: For comprehensive analysis on AI/ML framework for two-sided model, further study a complete and unified solution for model identification, multi-vendor collaboration, and model pairing.
Remaining issues for AI/ML CSI compression
Data collection
Proposal 13: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook design to achieve high-resolution CSI for model training and performance monitoring
Proposal 14: To enable high-quality data collection from UE to network, at least support
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
CQI determination
Proposal 15: For CQI determination, at least prioritize the specification impact discussions on Option 1a, Option 1b.
Performance monitoring
Proposal 16: Prioritize to study the specification impacts on at least the following case for model performance monitoring, 
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE.
Proposal 17: In CSI compression using two-sided model use case, deprioritize the study on UE-side monitoring in Rel-19 study phase.
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7 Appendix
Table 7-1  Training parameters of generalized model for CSI compression
	Parameter
	Value

	Model setting
	Layer-common model

	Backbone
	Transformer

	Parameter type
	Real value

	Input CSI type
	Eigenvectors of the ideal channel matrix estimated by UE

	Output CSI type     
	Recovered eigenvectors by AI/ML model in gNB

	Data-processing
	Normalization

	Quantization
	Vector quantization

	Training dataset
	600000

	Validation dataset
	10000

	Testing dataset
	20000

	Batch size
	400

	Optimizer
	Adam

	Loss function
	MSE



Table 7-2  Training parameters of cell/site specific model for CSI compression
	Parameter
	Value

	Model setting
	Layer-common model

	Backbone
	Transformer

	Parameter type
	Real value

	Input CSI type
	Eigenvectors of the ideal channel matrix estimated by UE

	Output CSI type     
	Recovered eigenvectors by AI/ML model in gNB

	Data-processing
	Normalization

	Quantization
	Vector quantization

	Training dataset
	180000

	Validation dataset
	50

	Testing dataset
	100

	Batch size
	400

	Optimizer
	Adam

	Loss function
	MSE
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