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[bookmark: OLE_LINK1]Introduction 
In this RAN1 meeting, an LS S2-2405833 (R1-2403835) from SA2 is sent to RAN1 with the following questions [1].
	SA2 would seek clarification from RAN1 and RAN2 on the following questions: 
1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 
2. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?


In this discussion paper, we provide our clarifications on the data collection for direct AI/ML based positioning.
Discussion 
Data collection for model training 
In TR 38.843[2], the functionalities of data collection and AI/ML model training are defined as follows:
· Data collection: A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference.
· AI/ML model training: A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference.
For model training, RAN1 discussed what can be included in the data sample for model training, and the following agreement was achieved:
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement


Based on the above agreement and analysis, the general flow for AI/ML model training can be summarized as follows:
[image: ]
Figure 1 General flow for AI/ML model training
Part A, and Part B represent the channel measurement and ground truth label optionally associated with their related information (e.g., quality indicator, time stamp), respectively. For direct AI/ML positioning, the ground truth label can be the location information. For supervised learning (i.e., a process of training a model from input and its corresponding labels), both part A and part B should be included in the training data. For semi-supervised learning (i.e., a process of training a model with a mix of labelled data and unlabelled data), the training data may include both part A and part B, or only part A. For unsupervised learning (i.e., A process of training a model without labelled data), the training data only includes part A.
Regarding the entity to generate measurement and its related data (Part A) for model training in case 2b and case 3b, the following agreement and working assumption were achieved in RAN1#117:
	Agreement in RAN1#117
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


For case 2b, the channel measurement and its related data can be generated by PRU and/or non-PRU UE. For case 3b, the channel measurement and its related data can be generated by TRP/gNB. 
Regarding the entity to generate label and its related data (Part B) for model training in case 2b and case 3b, the following working assumptions were achieved in RAN1#117:
	Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


For training data generation of AI/ML based positioning Case 3b, there’s a FFS concerning whether non-PRU UE with estimated location can be used to generate ground truth label. From our perspective, if non-PRU UE has estimated location information (e.g., estimated via GNSS, RAT-dependent positioning methods, etc), the label and its related data can be generated by non-PRU UE. Therefore, for cases 2b and 3b, the ground truth label and its related data can be generated by PRU, non-PRU UE with estimated location, LMF.
Data collection for model inference 
In TR 38.843[2], the functionality of AI/ML model inference is defined as a process of using a trained AI/ML model to produce a set of outputs based on a set of inputs. The general flow for location inference (using the trained model) can be summarized as follows:
[image: ]
Figure 2 General flow for location inference with the trained model
The model input for location inference should be the channel measurement optionally associated with related information, and the model output of model inference is UE’s location information. The above description is applicable for all direct AI/ML positioning use cases, including case 2b and case 3b. Naturally, the data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to case 2b and case 3b can include part A, i.e., channel measurement, quality indicator of channel measurement, time stamp of channel measurement. For case 2b, the channel measurement and its related data for model inference can be generated by non-PRU UE. For case 3b, the channel measurement and its related data for model inference can be generated by TRP/gNB.
Channel measurement information
In RAN1#116bis meeting, RAN1 agreed that the measurement for determining model input are based on current DL PRS and UL SRS, and the types of channel measurement can be timing information and paired timing information and power information. The detailed agreements are as follows:
	Agreement in RAN1#116b
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement in RAN1#116b
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement in RAN1#116b
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.


From our perspective, phase information can be supported as model input because CIR provides better positioning performance compared to PDP. Therefore, the collected channel measurement for model training and inference can be timing information, paired timing information and power information, optionally with phase information, wherein the channel measurements are based on the DL PRS and UL SRS defined in TS 38.211.
Therefore, regarding the questions proposed by SA2, we have the following proposal:
[bookmark: _Ref4415][bookmark: OLE_LINK2]Proposal: Reply SA2 LS as follows:
1. The data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b can include the following:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
For case 2b, the channel measurement and its related data for model training can be generated by PRU and/or non-PRU UE. For case 3b, the channel measurement and its related data can be generated by TRP/gNB. 
For cases 2b and 3b, the ground truth label and its related data for model training can be generated by PRU, non-PRU UE with estimated location, LMF.
2. The data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b can include the following: 
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
For case 2b, the channel measurement and its related data for location inference can be generated by non-PRU UE. For case 3b, the channel measurement and its related data for location inference can be generated by TRP/gNB. 

In the above reply, the channel measurement can be timing information, paired timing information and power information, optionally with phase information, wherein the channel measurements are based on the DL PRS and UL SRS defined in TS 38.211.
RAN1’s agreements and working assumptions related to the data collection are as follows:
	Agreement in RAN1#116b
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement in RAN1#116b
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(c) timing information;
(d) paired timing information and power information.

Agreement in RAN1#116b
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(c) timing information;
(d) paired timing information and power information.

Agreement in RAN1#117
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Agreement in RAN1#117
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


Conclusion
In this contribution, we discuss the questions from SA2 LS on, and provide the following proposal:
Proposal: Reply SA2 LS as follows:
1. The data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b can include the following:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
For case 2b, the channel measurement and its related data for model training can be generated by PRU and/or non-PRU UE. For case 3b, the channel measurement and its related data can be generated by TRP/gNB. 
For cases 2b and 3b, the ground truth label and its related data for model training can be generated by PRU, non-PRU UE with estimated location, LMF.
2. The data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b can include the following: 
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
For case 2b, the channel measurement and its related data for location inference can be generated by non-PRU UE. For case 3b, the channel measurement and its related data for location inference can be generated by TRP/gNB. 

In the above reply, the channel measurement can be timing information, paired timing information and power information, optionally with phase information, wherein the channel measurements are based on the DL PRS and UL SRS defined in TS 38.211.
RAN1’s agreements and working assumptions related to the data collection are as follows:
	Agreement in RAN1#116b
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement in RAN1#116b
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(e) timing information;
(f) paired timing information and power information.

Agreement in RAN1#116b
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(e) timing information;
(f) paired timing information and power information.

Agreement in RAN1#117
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Agreement in RAN1#117
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption in RAN1#117
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
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