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1 Introduction
[bookmark: OLE_LINK49][bookmark: OLE_LINK50]Rel-18 AI/ML for air interface Study Item (SI) provided a comprehensive study on the representative use cases about CSI feedback enhancement, encompassing both performance and potential specification impact. The corresponding outcomes were captured in Technical Report (TR) 38.843 [1]. Regarding CSI feedback enhancement, Rel-19 Work Item (WI) believed that further study is required to address some significant issues before determining whether it should progress into the normative work [2]. In this contribution, we provide our views on CSI compression.
	[bookmark: OLE_LINK14][bookmark: OLE_LINK17]Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· [bookmark: OLE_LINK115][bookmark: OLE_LINK116]Alleviate/resolve issues related to inter-vendor training collaboration.
[bookmark: OLE_LINK120][bookmark: OLE_LINK121]while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain).


2 [bookmark: OLE_LINK118][bookmark: OLE_LINK119]Discussion on improving performance and complexity
2.1 [bookmark: OLE_LINK60][bookmark: OLE_LINK61][bookmark: OLE_LINK20][bookmark: OLE_LINK21][bookmark: OLE_LINK53][bookmark: OLE_LINK1][bookmark: OLE_LINK4][bookmark: OLE_LINK5]Prioritization of Cases
[bookmark: OLE_LINK203][bookmark: OLE_LINK204]The following agreement/conclusion was reached in previous meetings [3, 5].
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Conclusion
[bookmark: OLE_LINK141][bookmark: OLE_LINK142]In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.


[bookmark: OLE_LINK128][bookmark: OLE_LINK130][bookmark: OLE_LINK139][bookmark: OLE_LINK140]In RAN1#116 meeting, it was agreed to incorporate temporal domain information in to the sub use case of CSI compression. Specifically, Case 1~5 in the above table were captured. For Case 1, 2 and 5, a temporal-spatial-frequency CSI compression is introduced. For Case 3 and 4, CSI prediction is additionally introduced, which can be performed jointly with CSI compression (i.e., the AI/ML model needs to possess both CSI prediction and CSI compression functions), or separately from CSI compression (e.g., CSI prediction and CSI compression correspond to different models).
For temporal-spatial-frequency CSI compression, due to the utilization of past CSI information both at UE side and NW side, the performance of Case 2 is superior to that of Case 1 or 5. Hence, it would be preferable to prioritize Case 2. For CSI compression plus CSI prediction, to our understanding, CSI prediction is either entirely performed at UE side (i.e., Case 3) or at NW side (it should be noted that, CSI prediction that is performed entirely at NW-side was concluded to be deprioritized in the last meeting). Furthermore, we fail to comprehend why, after UE has predicted the complete (future) CSI information based on past CSI information, NW still requires past CSI information, i.e., Case 4. Therefore, Case 2 and Case 3 should be prioritized to study.
[bookmark: OLE_LINK165][bookmark: OLE_LINK166]Proposal 1: RAN1 to prioritize to study Case 2 and Case 3.
2.2 [bookmark: OLE_LINK207][bookmark: OLE_LINK208]Non-ideal UCI feedback
The following agreement was reached in RAN1#116 [3].
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.


UCI loss may lead to misalignment of past CSI information used at NW side and past CSI information used at UE side, thereby deteriorating the performance of model inference, particularly for Case 2. For instance, as illustrated in Figure-1, if UCI loss occurs at Time 1, specifically, if the CSI report at Time 1 is dropped due to priority rules, NW cannot obtain the W1’ (i.e., past CSI information used at NW side) while UE can obtain W1 (i.e., past CSI information used at UE side); if partial CSI information in the CSI report at Time 1 is omitted due to limited UL resources, the W1’ obtained by NW will not perfectly match the W1 obtained by UE. In both cases, model inference at Time 2 will be impacted, i.e., NW cannot recovery an accurate CSI.


Figure-1. UCI loss in Case 2
Based on the discussions from the last meeting, CSI buffer reset or CSI retransmission stand as two optional solutions to address the aforementioned issue. From our perspective, if our objective is solely to align with past CSI information (i.e., alignment of W1’ and W1), and the performance of the CSI buffer reset has been demonstrated to be acceptable, then considering the potential unnecessary CSI reporting overhead associated with CSI retransmission and their potential impact on subsequent CSI report, CSI buffer reset should be used as a primary solution to address UCI loss. Specifically, the W1 can be reset to a past W (e.g., W0) or initial W (e.g., zero, random number). Furthermore, whether it is reset to the past W or initial W, it can be indicated to UE by NW, indicated to NW by UE, or predefined, which can be further study.
Rank adaption may also lead to misalignment of past CSI information used at NW side and past CSI information used at UE side. To our understanding, CSI buffer reset can still be adopted, but it needs to be performed independently for each layer, namely layer specific CSI buffer reset.
[bookmark: OLE_LINK215][bookmark: OLE_LINK216]Proposal 2: For Case 2, CSI buffer reset should be supported to address UCI loss and rank adaption. And the definition, determination or indication of the reset value need to be further studied.
2.3 Availability of past CSI information
[bookmark: OLE_LINK209][bookmark: OLE_LINK210][bookmark: OLE_LINK211][bookmark: OLE_LINK212]In principle, the introduction of past CSI information into spatial-frequency CSI compression enhances its performance due to the temporal correlation between past CSI information and present CSI information. For instance, as depicted in Figure 2, because there is a certain temporal correlation between the CSI information at Time-1 and the CSI information at Time-2, the W1/W1’ obtained at Time-1 is beneficial for mode inference (i.e., CSI compression) at Time-2. However, if the time interval between Time-1 and Time-2 is too large (e.g., two consecutive aperiodic CSI reports), the corresponding temporal correlation will diminish. In such cases, utilizing the W1 obtained at Tim-1 for model inference at Time-2 would inevitably deteriorate the inference performance, resulting in inaccurate CSI at NW side. Therefore, it is necessary to further study effective availability of past CSI information over time. In other words, we should further study the impact of ‘outdated’ past CSI information on the performance of CSI compression (Case 2).


Figure-2. UCI loss in Case 2
[bookmark: OLE_LINK213][bookmark: OLE_LINK214]Proposal 3: For Case 2, further study effective availability of past CSI information over time.
2.4 Improve complexity
The incorporation of the temporal domain information will further increase the complexity of the AI/ML procedure, especially for Case 2. It is imperative to explore effective methods for reducing the complexity of the AI/ML model. Typically, model compression serves as a common and mature approach, capable of reducing model size and computational complexity while ensuring efficiency and performance. Therefore, we should study the use of model compression, including knowledge distillation or/and model quantization, to effectively reduce the complexity of the AI/ML model.
[bookmark: OLE_LINK110][bookmark: OLE_LINK111][bookmark: OLE_LINK143][bookmark: OLE_LINK144]Proposal 4: Study to use model compression to reduce the complexity of the AI/ML model at least for Case 2.
3 Discussion on training collaboration
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK26][bookmark: OLE_LINK27]The following agreements were reached in previous meetings [3, 4].
	[bookmark: OLE_LINK62][bookmark: OLE_LINK63]Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· [bookmark: OLE_LINK18]Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· [bookmark: OLE_LINK180][bookmark: OLE_LINK181][bookmark: OLE_LINK32][bookmark: OLE_LINK33]Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.

Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.

Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· [bookmark: OLE_LINK156]Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· [bookmark: OLE_LINK194][bookmark: OLE_LINK195]Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· [bookmark: OLE_LINK67][bookmark: OLE_LINK72]Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 


To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the above Option 1~5 were captured in the last meeting. Next, we will analyse and compare these options from the following four aspects:
[bookmark: OLE_LINK56][bookmark: OLE_LINK57][bookmark: OLE_LINK147][bookmark: OLE_LINK148][bookmark: OLE_LINK185][bookmark: OLE_LINK186][Inter-vendor collaboration complexity]: To our understanding, each option can alleviate the inter-vendor collaboration complexity. Relatively speaking, due to the requirement of fully standardized model or dataset, Option 1/2 involves less inter-vendor collaboration complexity. Furthermore, for Option 3/4/5, offline delivery of parameter/dataset/model may be avoided to prevent additional complexity. According to the last meeting, Option 1 is concluded to be able to eliminate inter-vendor collaboration complexity.
[Performance]: For Option 1/2, from our perspective, fully standardizing model or dataset would confine the performance of two-sided model within an upper bound. This is unfavourable for vendors to establish high-performance models and is also detrimental to model update. Relatively speaking, Option 3/4/5 can exhibit higher performance. Furthermore, in principle, compared to Option 3, Option 4/5 should achieve higher performance more easily.
[bookmark: OLE_LINK182][bookmark: OLE_LINK183][Interoperability and RAN4 / testing related aspects]: According to TR 38.843 [1], the following options were listed for determining the test encoder/decoder. And in RAN4#110 meeting [4], only Option 3 and Option 4 were agreed to be further discussed. Based on the requirements related to Option 3/4 of RAN4, i.e., decoder specification in standard is required, it seems that only Option 1 of RAN1 is in compliance. But from our perspective, RAN4 may not specify whether there is any air interface signalling between UE and NW for the testing requirement they are considering. Therefore, we think that Option 3/5 of RAN1 is just am add on to the options indicated by RAN4.
	Following the above principles, the considered options of test decoder are listed below
-	Option 1: DUT provides the decoder
-	Option 2: Infra vendor provides the decoder
-	Option 3: Full decoder specification in standard
-	Option 4: TE vendor provides the decoder

Issue 4-2: Testing options for 2-sided model
RAN4 to further discuss only options 3 and 4.

Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs. 
For option 4, the following aspects should be considered
-	TE vendor should be able to develop the decoder based on the specifications
-	Test repeatability should be ensured (variation among TE vendor implementations should be bound)
-	Other vendors should also be able to develop such a decoder and which can deliver similar performance
-	Interoperability should be ensured based on the parameters that need to be specified
-	Parameters that need to be specified are FFS
-	Candidate parameters/conditions that may be considered for defining test decoder include
-	Training data set for TE decoder training
-	Model structure (Activation function is included in the model structure)
-	Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
-	Maximum FLOPs allowed for the test decoder
-	Maximum number/size of model parameters
-	Compression ratio of decoder (output size/input size)
-	Quantization level
-	Other parameters are not precluded and to be further discussed. 
-	Note: Feasibility of definition of parameters needs further investigated.


[bookmark: OLE_LINK184][bookmark: OLE_LINK189][bookmark: OLE_LINK190][Feasibility]: For Option 3/5, model transfer/delivery needs to be supported. For Option 4, dataset transfer/delivery needs to be supported. However, compared to Option 1/2, less standardization work is needed.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK205][bookmark: OLE_LINK206][bookmark: OLE_LINK191][bookmark: OLE_LINK192]Proposal 5: Capture the following characteristics of Option 1~5:
	    Option type
Characteristics
	Option 1
	Option 2
	Option 3
	Option 4
	Option 5

	Inter-vendor collaboration complexity
	None
	Little
	[bookmark: OLE_LINK187][bookmark: OLE_LINK188]More than Option 1/2.
	More than Option 1/2.
	More than Option 1/2.

	Performance
	Limited.
	Limited.
	Not limited.
	Not limited.
Upper limit is better than Option 3.
	Not limited.
Upper limit is better than Option 3.

	Interoperability and RAN4 / testing related aspects
	Align with Option 3/4 in RAN4
	\
	Align with Option 3/4 in RAN4
	\
	Align with Option 3/4 in RAN4

	Feasibility
	Heavy standardization works.
	Heavy standardization works.
	Few standardization works.
Online delivery of parameter is needed.
	Few standardization works.
Online dataset delivery is needed.
	Few standardization works.
Online model delivery/transfer is needed.


[bookmark: OLE_LINK112][bookmark: OLE_LINK113]Actually, it should be noted that the last RAN1 meeting before the checkpoint RAN#105 is Aug RAN1#118 meeting. To facilitate some progress more easily, it might be preferable to preclude some options. From the analysis of Pros/Cons above, at least in terms of performance, Option 1/2 fails to address limited performance through effective means. And Option 2 has been concluded to be deprioritized in the last meeting. Furthermore, to our understanding, from the perspective of privacy/proprietary, as the (training) dataset is the sole critical determinant of model performance, therefore, for each vendor, dataset should possess stronger privacy/proprietary compared to model itself (e.g., model structure, parameter).Therefore, we think Option 3/5 should take priority over Option 4. Hence, we lean towards the following proposal:
[bookmark: OLE_LINK193]Proposal 6: RAN1 to prioritize the following options for further study to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model:
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
[bookmark: OLE_LINK154][bookmark: OLE_LINK155]In our perspective, the primary distinctions between Option 3a/5a and Option 3b/5b lie in the following two aspects:
· [bookmark: OLE_LINK151][bookmark: OLE_LINK152]Time (or latency) required to deploy a model that can be used for model inference: For Option 3b/5b, due to the fact that model/parameters can be directly exchanged from NW to UE over the air interface, and UE hardly requires any complex processing, Option 3b/5b has less time compared to Option 3a/5a.
· Performance: Based on Option 3a/5a, model/parameters can be optimized based on the field data at UE side, therefore, in principle, the corresponding performance (of model inference) should be better than Option 3b/5b.
[bookmark: OLE_LINK149][bookmark: OLE_LINK150]Therefore, the following proposal can be considered to compare Option 3a/5a and Option 3b/5b:
[bookmark: OLE_LINK178][bookmark: OLE_LINK179][bookmark: OLE_LINK163][bookmark: OLE_LINK164]Proposal 7: For Option 3a/5a and Option 3b/5b:
· Time required to deploy a model that can be used for model inference: Option 3b/5b is less than Option 3a/5a
· Performance: Option 3a/5a is better than Option 3b/5b
[bookmark: OLE_LINK157][bookmark: OLE_LINK158][bookmark: OLE_LINK161][bookmark: OLE_LINK162][bookmark: OLE_LINK159][bookmark: OLE_LINK160]Regarding whether to exchange model/parameters of the CSI generation part or model/parameters of the CSI reconstruction part, in our perspective, at least exchanging the model/parameters of the CSI reconstruction part would be beneficial. On one hand, the UE side can train a CSI generation model more tailored to its own characteristics/environment based on the model/parameters of the CSI reconstruction model. On the other hand, UE can engage in actions such as CQI determination and performance monitoring (e.g., UE calculates performance metric) based on the model/parameters of the CSI reconstruction part provided by NW. Therefore, Option 3a/5a-2 and Option 3a/5a-3 should be prioritized to study.
Observation 1: For Option 3a/5a, exchanging model/parameters of the CSI reconstruction part is beneficial for performance, CQI determination and performance monitoring.
[bookmark: OLE_LINK196][bookmark: OLE_LINK197]Proposal 8: For Option 3a/5a, RAN1 to prioritize the following options:
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
4 Discussion on other aspects captured in TR
In this section, we provide our views on other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843[1].
4.1 Performance monitoring
	Intermediate KPI based model monitoring:
The following intermediate KPI-based model monitoring options were proposed by companies: 
[bookmark: OLE_LINK74][bookmark: OLE_LINK75][bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK76][bookmark: OLE_LINK77]-	NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
[bookmark: OLE_LINK91][bookmark: OLE_LINK92][bookmark: OLE_LINK104][bookmark: OLE_LINK105]-	UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
-	Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
[bookmark: OLE_LINK64][bookmark: OLE_LINK65]-	UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
-	Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. Network may configure a threshold criterion to facilitate UE to perform model monitoring. 


For NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side with intermediate KPI based on model monitoring. To our understanding, UE can report the AI CSI (i.e., compressed bits) and associated target CSI in the same reporting instance, or two separate reports. If two separate reports are adopted, the association between the report carrying the target CSI and the report carrying the AI CSI needs to be specified to align the inference results and corresponding ground-truth.
[bookmark: OLE_LINK108][bookmark: OLE_LINK109]Proposal 9: Support NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report.
[bookmark: OLE_LINK106][bookmark: OLE_LINK107]Proposal 10: For NW-side monitoring, the AI CSI and associated target CSI can be reported in the same reporting instance, or two separate reports.
[bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK68][bookmark: OLE_LINK69]For UE-side monitoring, UE can compare the CSI recovered by the CSI reconstruction model with the (measured) CSI that inputted into the CSI generation model to calculate intermediate KPI, and perform model monitoring based on a threshold criterion configured by NW. Clearly, this may avoid UE reporting the target CSI (in NW-side monitoring) to save reporting overhead. Therefore, UE-side monitoring based on the output of the CSI reconstruction model can be considered. Furthermore, if the CSI reconstruction model at UE side is proven to be feasible, at least the UE side monitoring based on the output of the CSI reconstruction model at UE side should be supported.
For the complexity of the CSI reconstruction model at UE side, as mentioned in Section 2, the complexity of AI/ML model can be reduced through some appropriate methods related to model compression.
Proposal 11: Support UE-side monitoring based on the output of the CSI reconstruction model.
[bookmark: OLE_LINK6][bookmark: OLE_LINK9]Proposal 12: If the CSI reconstruction model at UE side is proven to be feasible, at least support UE-side monitoring based on the output of the CSI reconstruction model at UE side.
4.2 CQI determination
	For CQI determination in CSI report, if CQI in CSI report is configured. 
-	Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
-	Option 1a: CQI is calculated based on target CSI with realistic channel measurement 
-	Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
-	Option 1c: CQI is calculated based on legacy codebook
-	Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
[bookmark: OLE_LINK38][bookmark: OLE_LINK39]-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
-	Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
-	Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
[bookmark: OLE_LINK30][bookmark: OLE_LINK31]-	Notes: feasibility of different options should be evaluated. Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated. Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signalling overhead.


[bookmark: OLE_LINK78][bookmark: OLE_LINK79][bookmark: OLE_LINK80][bookmark: OLE_LINK81][bookmark: OLE_LINK82][bookmark: OLE_LINK83][bookmark: OLE_LINK84][bookmark: OLE_LINK85][bookmark: OLE_LINK86]For legacy codebook based CSI feedback, UE determines CQI in CSI report based on the determined the precoding matrix indicated by the PMI. For AI/ML based CSI feedback, if the CSI reconstruction part/model at UE side is available, and it is associated with the CSI reconstruction part/model at NW side (e.g., NW transfers the CSI reconstruction part/model to UE, these two CSI reconstruction part/models trained by the same dataset), a CQI determination method similar to legacy codebook based CSI feedback can be used.
[bookmark: OLE_LINK87][bookmark: OLE_LINK90]To our understanding, the CSI reconstruction model used for UE-side model monitoring may be the same as or similar to the CSI reconstruction part/model for CQI determination at UE side. Because both of the calculation of intermediate KPI and the determination of CQI require the recovered CSI output by the CSI reconstruction model at UE side.
[bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK99][bookmark: OLE_LINK100][bookmark: OLE_LINK93][bookmark: OLE_LINK94]Observation 2: For CQI determination and UE-side model monitoring based on the output of the CSI reconstruction model at UE side, the same or similar CSI reconstruction part/model at UE side may be used.
[bookmark: OLE_LINK70][bookmark: OLE_LINK71][bookmark: OLE_LINK51][bookmark: OLE_LINK52][bookmark: OLE_LINK97][bookmark: OLE_LINK98]As mentioned in Section 4.1, if the CSI reconstruction part/model at UE side is proven to be feasible, at least Option 2a should be supported for CQI determination in CSI report, i.e., CQI is calculated based on the output of the CSI reconstruction part/model. However, if the CSI reconstruction part/model at UE side is proven to be infeasible, we prefer Option 1a or 1b.
[bookmark: OLE_LINK24][bookmark: OLE_LINK25][bookmark: OLE_LINK95][bookmark: OLE_LINK96]Proposal 13: If the CSI reconstruction part at UE side is proven to be feasible, at least support Option 2a for CQI determination in CSI report. If not, support Option 1a/1b.
4.3 Pairing information
	[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK103][bookmark: OLE_LINK46][bookmark: OLE_LINK42][bookmark: OLE_LINK43]In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied. At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
-	Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
-	Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
-	Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  

	[bookmark: OLE_LINK22][bookmark: OLE_LINK23]In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspect has been proposed:
-	Pairing information can be established based on model identification


In our opinion, model pairing should be a part of model identification or LCM procedure (e.g., model switching, model selection). Furthermore, model ID-based-model identification and model ID-based-LCM have been captured in TR [1]. Therefore, the model ID defined in model identification or LCM procedure is sufficient to enable UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by gNB.
For Option 1, 2 or 3, any one of them can be used to define the pairing information, but down-selection is inevitable.
For Option 4 or 5, to our understanding, either the dataset ID or the training session ID can be replaced or represented by the model ID. If not, additional signaling procedure will be introduced in model identification or LCM procedure.
For Option 6, it is still unclear how it works.
[bookmark: OLE_LINK54][bookmark: OLE_LINK55]Proposal 14: For defining the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB, down select from the following options:
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID.
5 Conclusion
[bookmark: _Hlk101889792]In this contribution, we provided our views on issues related to CSI compression. Specifically, we have the following observations and proposals:
Proposal 1: RAN1 to prioritize to study Case 2 and Case 3.
Proposal 2: For Case 2, CSI buffer reset should be supported to address UCI loss and rank adaption. And the definition, determination or indication of the reset value need to be further studied.
Proposal 3: For Case 2, further study effective availability of past CSI information over time.
Proposal 4: Study to use model compression to reduce the complexity of the AI/ML model at least for Case 2.
[bookmark: OLE_LINK129][bookmark: OLE_LINK132]Proposal 5: Capture the following characteristics of Option 1~5:
	    Option type
Characteristics
	Option 1
	Option 2
	Option 3
	Option 4
	Option 5

	Inter-vendor collaboration complexity
	None
	Little
	More than Option 1/2.
	More than Option 1/2.
	More than Option 1/2.

	Performance
	Limited.
	Limited.
	Not limited.
	Not limited.
Upper limit is better than Option 3.
	Not limited.
Upper limit is better than Option 3.

	Interoperability and RAN4 / testing related aspects
	Align with Option 3/4 in RAN4
	\
	Align with Option 3/4 in RAN4
	\
	Align with Option 3/4 in RAN4

	Feasibility
	Heavy standardization works.
	Heavy standardization works.
	Few standardization works.
Online delivery of parameter is needed.
	Few standardization works.
Online dataset delivery is needed.
	Few standardization works.
Online model delivery/transfer is needed.


Proposal 6: RAN1 to prioritize the following options for further study to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model:
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Proposal 7: For Option 3a/5a and Option 3b/5b:
· Time required to deploy a model that can be used for model inference: Option 3b/5b is less than Option 3a/5a
· Performance: Option 3a/5a is better than Option 3b/5b
· Standardization efforts: Option 3a/5a is less than Option 3b/5b
Observation 1: For Option 3a/5a, exchanging model/parameters of the CSI reconstruction part is beneficial for performance, CQI determination and performance monitoring.
Proposal 8: For Option 3a/5a, RAN1 to prioritize the following options:
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
Proposal 9: Support NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report.
Proposal 10: For NW-side monitoring, the AI CSI and associated target CSI can be reported in the same reporting instance, or two separate reports.
Proposal 11: Support UE-side monitoring based on the output of the CSI reconstruction model.
Proposal 12: If the CSI reconstruction model at UE side is proven to be feasible, at least support UE-side monitoring based on the output of the CSI reconstruction model at UE side.
Observation 2: For CQI determination and UE-side model monitoring based on the output of the CSI reconstruction model at UE side, the same or similar CSI reconstruction part/model at UE side may be used.
Proposal 13: If the CSI reconstruction part at UE side is proven to be feasible, at least support Option 2a for CQI determination in CSI report. If not, support Option 1a/1b.
Proposal 14: For defining the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB, down select from the following options:
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID.
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