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1. Introduction
In the Rel-18 study item on AI/ML for air interface, model identification, data collection and model transfer/delivery were studied. However, there is a lack of consensus on some aspects of these LCM procedures, e.g., what the relationship between model identification and functionality-based-LCM is, whether CN/OAM/OTT collection data for UE-sided model training is transparent to 3GPP or not, and whether model transfer/delivery is supported via specification enhancements or not.
In the RAN plenary meeting #102, a new WI on AI/ML for NR air interface was approved, which includes the further study part of model identification, CN/OAM/OTT collection of UE-sided model training data and model transfer/delivery. The study objective part of the WID [1] is shown in the following table.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
· [bookmark: _Hlk157417104]Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


In the previous meeting, the focuses of the discussions during the meeting are on model identification and model transfer. Regarding model transfer, Case z2 and z3 are deprioritized for the concerns on large burden from cross-vendor collaboration and for the risk of proprietary design disclosure. Regarding model identification, the main progress is the agreement on clarifying the main procedures of MI-Option1 for further study. 
In this contribution, we provide our further discussions and views on model identification, data collection for UE-sided model training, and the necessity to standardize model transfer/delivery.
2. Model identification

2.1 MI-Option1 and MI-Option5
[bookmark: _Hlk166237726]2.1.1 MI-Option1 
During the discussions of MI-Option1 in the previous meeting, four-step procedures were concluded as the agreement below. Wherein, the key factor is to introduce the associated ID to both model training phase and model inference phase, and take it as the way to facilitate training-inference consistence. 
	Agreement (RAN1#116bis)
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



For the data collection in field, however, it might be problematic to distinguish radio features with the associated ID only. There can be two assumptions for the associated ID, say local ID or global ID.  
· If the associated ID is assumed as local ID (per-cell level ID, e.g.), it is possible that the real NW-side additional conditions of two cells corresponding to the same associated ID are different. For example, Cell A belongs to NW vendor X and Cell B belongs to NW vendor Y. For the same ID, two vendors may map it to two different physical beam angles. If other differences between the two cells are taken into account, such as the height of gNB, the surroundings under coverage, and the LOS/NLOS status, the similarity of data features in two cells corresponding the same associated ID may be quite small. It means it might be difficult to do data categorization based on the associated ID. Even if the training-inference consistency can be ensured within a cell by using the associated ID, the data feature ambiguity in data categorization would bring many uncertainties to model generalization capability.
· If the associated ID is assumed as global ID, a common mapping rule between the ID(s) and the NW additional condition(s) may need to be specified. If so, it would have big restrictions on NW implementation.  Besides, the specified mapping rule may have a potential risk on the disclosure of NW vendor’s proprietary information. On the other hand, to train a UE-side model, how to collect sufficient data with wide coverage of the sufficient number of global IDs might be problematic. Even for offline mode training, the potential workload is inestimable considering the huge number of base stations.

[bookmark: _Hlk166237628]Observation-1: For MI-Option1, if the associated ID is assumed as a local ID, the following problems can be observed:
· For the same associated ID, its corresponding NW-side additional conditions across cells may be different and cause data feature ambiguity in the data categorization for model training. 
· The data feature ambiguity in model training may have impacts on model generalization capability.

Observation-2: For MI-Option1, if the associated ID is assumed a global ID,  a common mapping rule between the ID(s) and the NW additional condition(s) may need to be specified. If so, the following problems can be observed:
· The potential restrictions on NW implementation.
· The potential risk of disclosing NW vendor’s proprietary information. 
· The workload on collecting dataset with sufficient global IDs for model training.
On the other hand, even the consistency of NW-side additional conditions can be ensured based on the associated ID, the data feature experienced at UE side and its relationship with the associated ID is unclear. In Rel-18 SI, both NW-side additional conditions and UE-side additional conditions need to be considered for data collection. The associated ID only links to the radiation RF pattern of NW side but not for data feature observed at UE side. For instance, a big-size reflector can reverse the beam angle of arrival at the UE. For beam management, the size of SetA beams and the size of SetB beams are configurable and being known to the UE. Introducing an additional indicator on NW-side beam angles of departure may not be necessary and helpful to justify the applicability of a UE-side model, also cannot predict the performance when using the model. 
[bookmark: _Hlk166237643]Observation-3: In MI-Option1, the same associated ID across training-inference may only indicate the similarity of NW-side additional conditions, and cannot be used as the proof to predict that the UE-side model is workable.

Observation-4: In MI-Option1, the different associated IDs across training-inference may only indicate the difference of NW-side additional conditions across training and inference. They cannot differentiate the data features at UE side and be used as the proof to predict that the UE-side model is not workable.

Based on above observations, we have the following proposals:
[bookmark: _Hlk166237667]Proposal-1: For MI-Option1, UE’s assumptions on the same associated ID need to be clarified:
· Alt-1: same NW additional conditions across training and inference within a cell.
· Alt-2: same NW additional conditions across cells.
Proposal-2: For MI-Option1, UE’s assumptions on its model’s applicability and decision on model activation cannot rely on the associated ID(s) alignment across model training stage and model inference stage.

[bookmark: _Hlk166237739]2.1.2 MI-Option5
In the previous meetings, FL suggested to have a further study on MI-Option 5 and provided several aspects for further clarifications as described in Proposal 2.1.5 [2] of below:
	[bookmark: _Hlk166222865]Proposal 2.1.5
The proponent of MI-Option 5 clarifies the procedure as below:
· Applicable model(s) is selected via model monitoring under a certain NW-side additional condition
· NW assigns model ID(s) to the applicable model(s)
· The linkage between the model ID(s) and the NW-side additional conditions is setup for the model future usages
Meanwhile, many companies raise concerns on MI-Option 5. Thus, Proposal 2.1.5 is suggested to further study MI-Option 5 so that the group can have better understanding. 
Proposal 2.1.5:
Further study MI-Option 5 (including feasibility) from the following aspects as a starting point:
· Whether it is workable for one-sided model and/or two-sided model?
· Will local model ID or global model ID be assigned? 
· Whether the models identified in one cell can be known to other cells? 
· What’s the relationship between MI-Option 5 and the normal performance/model monitoring?
· What’s the relationship with other options (e.g., MI-Option 1)? 
· UE complexity and latency especially when there is no suitable AI model for one scenario/cell


In this sub section, we further share our understandings on MI-Option5 and its potentials to be combined with MI-Option1.
[bookmark: _Hlk166177946]2.1.2.1 Further clarifications on MI-Option5
According to the definition of model identification, it is a process/method of identifying an AI/ML model for the common understanding between the NW and the UE. For MI-Option5, the common understanding is reached from the model’s performance perspective. From the discussions of model identifications, one of its necessities is to ensure the training-inference consistency over NW-side additional conditions. While the final goal of keeping the consistency is to confirm the model’s applicability in a cell. In this sense, model-monitoring-based method is the direct way to assess model performance for model activation, and has been concluded as the one of the four approaches to ensure the consistency [3].  
In the following discussions we will further clarify the main procedures assumed for MI-Option 5. 
[bookmark: _Hlk166241773]Proc-1: UE initiates the model monitoring/selection procedure, and NW provides necessary measurement configurations accordingly.
The monitoring procedure is assumed to be initiated by UE. The UE provides the measurement information for monitoring its model candidates to the NW. With the model input/output related measurement information from UE, NW configures the necessary measurement resources to the UE for its measurement. Besides, the model monitoring performance request and model selection criteria may be configured to the UE as well. In the monitoring occasions or durations configured by NW, UE conducts the model monitoring and model selection. The monitoring occasions can be set after UE’s initial access to a cell to reduce its impacts on data traffic.
Proc-2: Applicable model(s) is selected via model monitoring under certain NW-side additional conditions.
In this procedure, the models belonging to an AI/ML feature will be assessed. During the monitoring period, it is assumed that the NW-side additional conditions are unchanged. The possibility of the associated ID being available in MI-Option5 is not excluded. In this case, the model candidates for model selection can be the models with the same associated ID.
Regarding the type of monitoring, it can be assumed as a UE-side monitoring. It is to assess the performance of AI/ML candidate models and select one with the best performance or select the ones meeting the NW’s performance requirements. It may also include the performance comparison between the AI/ML method and the non-AI/ML method. The procedure is mainly corresponding to model monitoring/assessment of inactive models studied in Rel-18 SI [3]. To reduce air interface overhead for monitoring multiple models, there may be no performance metric reporting from the UE to the NW before model(s) being selected. 
From the tdocs and comments to FL’s summary in the previous meeting, some companies show the concerns on the complexity, overhead and latency for model monitoring. We think the cost for monitoring on the models of an AI/ML features is something must pay for a reliable model selection. If the model is selected based on the associated ID of MI-Option1, the model performance after activation may be unpredictable as what we pointed in the discussion of MI-Option1. Furthermore, if the UE have multiple models for the same associated ID, model monitoring is still needed for model selection. 
To control and reduce the cost for the model selection procedure, some approaches can be considered for MI-option5 as the following options:
Option-1: Model input/output related configurations (e.g. size of SetA/SetB beams in BM) have been decided before model selection. In this case, the models to be assessed are the ones supporting the above configurations.
Option-2: Associated IDs mentioned in MI-Option 1 is available to the UE-side models, and the number of model candidates for the monitoring and selection can be reduced to the number of models with the same associated ID.
Option-3: After the model applicable ID is assigned to a UE-side model, model monitoring procedure may be skipped when the UE is connected to the same cell again. It means the monitoring cost of MI-Option5 can be treated as one-time pay.
Option-4: The model monitoring method can be based on performance monitoring as that of normal UE-side monitoring methods. Besides, model input-based monitoring method can be considered as well. If it is model input-based monitoring, the latency and complexity for model monitoring/selection is quite small since there is no need to do model inference.
Option -5: The model applicable ID can be bounded to its global model ID. A UE can skip the model monitoring procedure if the model applicable ID can be provided beforehand.
During the model monitoring and model selection, if there is no model showing better performance than that of non-AI/ML method, or no model can meet the performance request given by the NW, the monitoring procedure will be terminated. The conditions of monitoring termination can be left for further study. 
Proc-3: NW assigns model applicable ID(s) to the selected model(s)
After Proc-2, it is assumed that UE will report the selected model information to the NW. Then, NW can assign model ID to the selected model(s) directly. Alternatively, NW can decide to activate the preferred one from the reporting and monitoring its performance at NW side. The ID will be assigned to the UE after its performance being further checked by the NW. Since the NW-side additional conditions can be assumed as unchanged during the monitoring period, the assigned ID builds a linkage between the model applicability and the NW-side additional conditions. Considering the model ID in MI-Option5 is mainly related to model applicability checking, we can name it as model applicable ID.
[bookmark: _Hlk166176861]The difference between the model applicable ID and the associated ID of MI-Option1 can be observed from the following aspects:
· The exact mapping between the ID and the NW additional conditions is decided and interpretable by NW and is per-cell based. In this way, NW-side proprietary information can be protected, and there is no restriction on NW implementation.
· If assigned ID is available in MI-Option5, model applicable ID can be as the additional ID associated to the assigned ID.
· If model ID is available (e.g., global model ID), model applicable ID can be used as the additional ID associated to the model ID.
· The model applicable ID can be assumed as a local ID and associated to its corresponding global cell ID(s).
[bookmark: _Hlk166173624]Proc-4: The UE can report its model applicable ID of a cell to the NW if it is available at the UE. The NW can decide activation of the corresponding model directly.
In this procedure, when UE is connected to a cell, UE may check the availability of the model applicable ID(s) for this cell. UE will report the model applicable ID(s) to NW if it is available. With it, NW may adjust its NW settings to the NW-side additional conditions corresponding to the model applicable ID and activate the model without the model monitoring procedure.
Since the model applicable ID is assumed as a local ID or a per-cell level ID, the relevant concerns may go to the feasibility or capability of storing the large number of such IDs in UE device. One consideration is that the number of cells usually connected with a UE in daily life would be not that large. The other consideration is these model applicable IDs can be stored at NW side or at the OTT server. The model applicable IDs among UE’s neighbouring cells can be sent to UE upon UE’s retrieving.
When global model ID is available, its corresponding applicable IDs can be collected from the UEs with the same model. In this case, the efforts/cost for model performance monitoring/assessment for each UE is negligible.
With above clarifications, we have the following observations and proposals.
[bookmark: _Hlk166237782][bookmark: _Hlk166237999]Observation-5: For MI-Option5, the UE-side model is identified by the NW from model’s applicability perspective. 
Observation-6: For MI-Option5, the model selection procedure via model monitoring is assumed to be done at UE-side. 
Observation-7: For MI-Option5, the NW-side additional conditions during model monitoring/selection procedure are assumed as unchanged.
Proposal-3: For MI-Option5, the model ID assigned from NW is for identifying the model’s applicability under certain NW-side additional conditions. It can be named as model applicable ID and is assumed as a local ID.
Proposal-4: Regarding the model applicable ID assigned from NW to UE in MI-Option5, the following aspects are suggested for further study:
· The association between the ID and its corresponding NW-side additional conditions.
· The linkage between the model applicable ID and the associated ID when the associated ID in MI-Option1 is available to MI-Option5.
· The relationship between model ID and the model applicable ID.
Proposal-5: The procedures of MI-Option5 are further clarified as below:
· UE initiates the model monitoring/selection procedure, and NW provides necessary measurement configurations accordingly.
· Applicable model(s) is selected via model monitoring under certain NW-side additional conditions.
· NW assigns model applicable ID(s) to the selected model(s)
· UE reports its model applicable ID(s) of a cell to the NW when it is available at the UE. The NW can decide activation of the corresponding model and skip the model monitoring/selection.
Proposal-6: The following approaches are suggested to be studied as the way to reduce the monitoring cost in MI-Option5:
· The number of model candidates for monitoring can be controlled, e.g. by configuration alignment, by the associated ID.
· The model monitoring procedure can be skipped if the model applicable ID for a cell is reported from the UE.
· Model input-based monitoring can be considered for model selection.
· Monitoring termination conditions can be provided to UE to control the latency and power consumption in model monitoring.
Proposal-7: The combination of MI-Option1 and MI-Option5 is suggested to be studied to ensure performance-level consistency across training-inference.

2.1.2.2 Answers to the questions in Proposal 2.1.5
With the clarifications in 2.1.2.1, we share our understandings on the questions of Proposal 2.1.5 proposed by the FL. Since the main parts have been explained above, redundant explanations will be omitted in the following answers.
 Q1：Whether it is workable for one-sided model and/or two-sided model?
Basically, it is workable for both one-sided model and two-sided model. Considering the pairing ID can be used for checking the applicability of two-sided models as well, the importance and effectiveness of MI-Option 5 for one-sided models are more significant.
Q2：Will local model ID or global model ID be assigned?
The assigned ID can be assumed as local ID.
Q3: Whether the models identified in one cell can be known to other cells?
Yes. It can be associated with the global model ID and/or global cell ID and stored at NW-side.
Q4: What’s the relationship between MI-Option 5 and the normal performance/model monitoring?
It is mainly assumed as UE-side monitoring and with performance request/criteria configured by NW. Compared with normal model monitoring, the difference only lies in that multiple candidate models need to be monitored for model selection. Some approaches to reduce the complexity can be considered as Proposal-6. With the reported information on the selected model(s), NW can trigger further monitoring procedure by activating the model. The monitoring in this phase is totally the same as that of normal model monitoring.
Q5: What’s the relationship with other options (e.g., MI-Option 1)?
As explained above, MI-Option 5 can work with part/all procedures of MI-Option1 together if associated ID is available. Meanwhile, its combinations with other options are also possible if needed.
Q6: UE complexity and latency especially when there is no suitable AI model for one scenario/cell
[bookmark: _Hlk163226491][bookmark: _Hlk163225215]NW can configure monitoring termination conditions and monitoring occasions to the UE to control the cost for monitoring in terms of complexity, latency, and power consumption.

3. [bookmark: _Hlk166238132]Training data collection
As per the WID guidance, the data collection part includes the study on:
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 

	7.2.1.3.2 	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



From the RAN1 perspective, the focus of the study can be put onto identifying the corresponding contents of UE data collection. While the part of further study on 7.2.1.3.2 can be left to the RAN2 study.
[bookmark: _Hlk159158386][bookmark: _Hlk163226690][bookmark: _Hlk159071234]Proposal-8: From the RAN1 perspective, the focus of the study on the collection of UE-sided model training data is on identifying the corresponding contents of UE data collection. The continued study on 7.2.1.3.2 is left to RAN2.
3.1 Additional conditions for data categorization and training-inference consistency
In Rel-18, the additional conditions are divided into NW-side additional conditions and UE-side additional conditions. In data collection for the training of UE-side model, we think both types of additional conditions need to be studied. For example, UE-side additional conditions include the radio feature related information, such as UE’s mobility speed, UE’s LOS/NLOS status etc. According to our discussion in Section 2, the data feature observed at UE side is closely related to the UE-side additional conditions and cannot be characterized by NW-side additional conditions. The description or indication of the UE-side additional conditions is important to ensure the training-inference consistency and model applicability. While for different use cases, the necessary additional conditions to be selected as the additional part in the data content or be indicated by identifiers may be quite different for each use case. Thus, the study of this part can be left to use case sub agendas. 
[bookmark: _Hlk159071308][bookmark: _Hlk159158446][bookmark: _Hlk166238171]Proposal-9: For potential additional conditions in data content, we suggest that:
· Both NW-side additional conditions and UE-side additional conditions for data categorization and training-inference consistency should be studied.
· [bookmark: _Hlk163226770]Which aspects/details can be considered as additional condition is left to per-use-case study.
· Which aspects belong to proprietary information and how to avoid the disclosure of proprietary information can be studied together.

3.2 Data quantization 
For some use cases, the collected data can be indicated by several bits (e.g. L1-RSRP in beam management), and the potential traffic load is not problematic. However, for a certain use case such as CSI prediction, raw channel coefficients need to be collected. According to the estimation in [4], 1.5M bits per sample is estimated with float32 format in data collection. Even if the data can be collected via high layer signaling, the potential traffic demand over the air coming from data collection is hard to be supported without performing quantization to the data samples.
[bookmark: _Hlk159071326]Proposal-10: The quantization of data samples in data collection needs to be studied.

4. [bookmark: _Hlk166238231]Model transfer/delivery

	
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· [bookmark: _Int_fxPbuDsr]For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
· [bookmark: _Int_ioMrW2AM][bookmark: _Int_lOOtzIwz][bookmark: _Int_qtqxqWMz]Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.

Conclusion (RAN1#116bis)
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion (RAN1#116bis)
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
Conclusion (RAN1#116)
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  




As per WID suggested, the key point of the study is to answer the following question:
Whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study?
We share our views on this question as below.
[bookmark: _Int_1DONCHVB]Firstly, from the study in Rel-18 SI and the summary in TR, Case y is a non-standardized solution and other five Cases (z1-z5) have specification impacts for supporting the model transfer/delivery from NW-side to UE no matter in a proprietary format or in an open format. As summarized in the TR [3] of Rel-18, Cases z1 to z5 have difficulties in the offline cross-vendor collaboration and the implementation feasibility. Also, there are concerns about disclosure of the proprietary design. However, these challenges and concerns are hard to be addressed via further discussions in RAN1 since they are out of the RAN1 scope. 
Secondly, the benefits from model transfer/delivery are not clearly observed among companies. In Rel-18, only several companies show some performance gains by using specific models. If the benefits of using cell/site-specific model can be widely recognized by companies, the importance to have a standardised solution becomes more convincing. Thus, the benefits of model transfer/delivery depend on the progress in the evaluations of CSI in Rel-19.
From the study progress in RAN1#116 and RAN1#116bis, Case z2, Case z3 and Case z5 are deprioritized. Regarding Caze z1 and Case z4, some companies thank it is related to the inter-vendor collaboration study for two-sided model or is studied in RAN2 now and thus cannot be deprioritized by now.  
To progress the study on model transfer, we are open to continue the study on Case z1 and Case z4 for two-sided model. But considering the potential big STD impacts for supporting z1 and z4, we suggest that the proponents should clarify the necessity of supporting standardized model transfer and show the benefits of using z1 and z4 over using case y.

With the above analysis, we have the following observation and proposal.
[bookmark: _Hlk159071381][bookmark: _Hlk163226934]Observation-8: From the RAN1 perspective, a further study on model transfer/deliver depends on the progress and conclusions on cell/site-specific model and training data collection of UE-side model.
Proposal-11: Further study case z1 and case z4 for two-sided model only, including clarify the necessity to standardize model transfer/delivery from the following aspects at least:
· The performance benefits over using case y.
· The necessity of using case z1 and case z4.
· The feasibility of case z1 and case z4.

5. Conclusion 
MI-Option1

Observation-1: For MI-Option1, if the associated ID is assumed as a local ID, the following problems can be observed:
· For the same associated ID, its corresponding NW-side additional conditions across cells may be different and cause data feature ambiguity in the data categorization for model training. 
· The data feature ambiguity in model training may have impacts on model generalization capability.
Observation-2: For MI-Option1, if the associated ID is assumed a global ID,  a common mapping rule between the ID(s) and the NW additional condition(s) may need to be specified. If so, the following problems can be observed:
· The potential restrictions on NW implementation.
· The potential risk of disclosing NW vendor’s proprietary information. 
· The workload on collecting dataset with sufficient global IDs for model training.
Observation-3: In MI-Option1, the same associated ID across training-inference may only indicate the similarity of NW-side additional conditions, and cannot be used as the proof to predict that the UE-side model is workable.
Observation-4: In MI-Option1, the different associated IDs across training-inference may only indicate the difference of NW-side additional conditions across training and inference. They cannot differentiate the data features at UE side and be used as the proof to predict that the UE-side model is not workable.
Proposal-1: For MI-Option1, UE’s assumptions on the same associated ID needs to be clarified:
· Alt-1: same NW additional conditions across training and inference within a cell.
· Alt-2: same NW additional conditions across cells.
Proposal-2: For MI-Option1, UE’s assumptions on its model’s applicability and decision on model activation cannot rely on the associated ID(s) alignment across model training stage and model inference stage.

MI-Option5
Observation-5: For MI-Option5, the UE-side model is identified by the NW from model’s applicability perspective. 
Observation-6: For MI-Option5, the model selection procedure via model monitoring is assumed to be done at UE-side. 
Observation-7: For MI-Option5, the NW-side additional conditions during model monitoring/selection procedure are assumed as unchanged.
Proposal-3: For MI-Option5, the model ID assigned from NW is for identifying the model’s applicability under certain NW-side additional conditions. It can be named as model applicable ID and is assumed as a local ID.
Proposal-4: Regarding the model applicable ID assigned from NW to UE in MI-Option5, the following aspects are suggested for further study:
· The association between the ID and its corresponding NW-side additional conditions.
· The linkage between the model applicable ID and the associated ID when the associated ID in MI-Option1 is available to MI-Option5.
· The relationship between model ID and the model applicable ID.
Proposal-5: The procedures of MI-Option5 are further clarified as below:
· UE initiates the model monitoring/selection procedure, and NW provides necessary measurement configurations accordingly.
· Applicable model(s) is selected via model monitoring under certain NW-side additional conditions.
· NW assigns model applicable ID(s) to the selected model(s)
· UE reports its model applicable ID(s) of a cell to the NW when it is available at the UE. The NW can decide activation of the corresponding model and skip the model monitoring/selection.
Proposal-6: The following approaches are suggested to be studied as the way to reduce the monitoring cost in MI-Option5:
· The number of model candidates for monitoring can be controlled, e.g. by configuration alignment, by the associated ID.
· The model monitoring procedure can be skipped if the model applicable ID for a cell is reported from the UE.
· Model input-based monitoring can be considered for model selection.
· Monitoring termination conditions can be provided to UE to control the latency and power consumption in model monitoring.
Proposal-7: The combination of MI-Option1 and MI-Option5 is suggested to be studied to ensure performance-level consistency across training-inference.

Training data collection
Proposal-8: From the RAN1 perspective, the focus of the study on the collection of UE-sided model training data is on identifying the corresponding contents of UE data collection. The continued study on 7.2.1.3.2 is left to RAN2.
Proposal-9: For potential additional conditions in data content, we suggest that:
· Both NW-side additional conditions and UE-side additional conditions for data categorization and training-inference consistency should be studied.
· Which aspects/details can be considered as additional condition is left to per-use-case study.
· Which aspects belong to proprietary information and how to avoid the disclosure of proprietary information can be studied together.
Proposal-10: The quantization of data samples in data collection needs to be studied.
Model transfer/delivery
Observation-8: From the RAN1 perspective, a further study on model transfer/deliver depends on the progress and conclusions on cell/site-specific model and training data collection of UE-side model.
Proposal-11: Further study case z1 and case z4 for two-sided model only, including clarify the necessity to standardize model transfer/delivery from the following aspects at least:
· The performance benefits over using case y.
· The necessity of using case z1 and case z4.
· The feasibility of case z1 and case z4.
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