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Introduction
According to the WID, the necessity and details of model identification, data collection for UE sided model training and model transfer/delivery need for further study[1].  
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


In this contribution, we continue sharing our views on the necessity of model identification of UE-side or UE-part of two-sided models with the agreed different options for model identification, i.e., data collection configuration, dataset transfer and model transfer.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]Discussion
General issues
In RAN1#116, we have the following agreements on the model identification type A and type B, and some options for type B to facilitate further discussion [2].
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring.


In RAN1#116bis, it was concluded that MI-Option 4 refers to the Option 1 of CSI compression, i.e., fully standardized reference model (structure + parameters) [3], which can be discussed in 9.1.3.2 on AI/ML-based CSI compression. Thus, we propose to further discuss this option with the option in the AI/ML-based CSI compression use case.
Proposal 1: MI-Option 4 can be further discussed with inter-vendor training collaboration Option 1 (fully standardized reference model (structure + parameters)).
On MI-Option 5 via model monitoring, the proponent clarified the procedure, according to the FL’s summary as copied below[4].
	▪ Proposal 2.1.5
The proponent of MI-Option 5 clarifies the procedure as below:
•	Applicable model(s) is selected via model monitoring under a certain NW-side additional condition
•	NW assigns model ID(s) to the applicable model(s)
•	The linkage between the model ID(s) and the NW-side additional conditions is setup for the model future usages


We understand this option is to identify the applicable model(s) under a certain NW-side additional condition via performance evaluation, like model monitoring. However, such monitoring is regarded as the LCM operation, which is different with the model identification, i.e., to share information between two sides. Thus, we suggest deprioritizing the discussion on MI-Option 5, before having consensus on the other options.
Proposal 2: De-prioritize the discussion on MI-Option 5.
Model identification means a process/method of identifying an AI/ML model for the common understanding between the NW and the UE, and information regarding the AI/ML model may be shared during such process. In Rel-18 SI, we have defined two kinds of conditions for the AI/ML-enabled Feature/FG [5]: 
· Specific configurations/conditions: they are applicability-related information that can be associated with UE capability of an AI/ML-enabled Feature/FG. 
· Additional conditions (e.g., scenarios, sites, and datasets): refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG, which can be divided into two categories: NW-side additional conditions and UE-side additional conditions.
Therefore, we assume for the UE-side model, the defined conditions, especially the additional conditions, can be also provided during functionality and/or model identification, and the UE can do the autonomous model selection and switching with enough flexibility.
However, for a two-sided model, to pair the models with expected performance, it is necessary to align the related information. In this case, the model identification can well facilitate this. Thus, we suggest considering model identification at least for the UE-part of two-sided models.
Proposal 3: Further study the model identification procedures of the three options for the UE-part of two-sided models, e.g., to assist model pairing, in the AI/ML-based CSI compression use case.
Data collection related configuration and/or indication (MI-Option 1)
In RAN1#116, regarding MI-Option 1, we have the agreement on the aspects for further study, including the relationship with Model ID, necessary information on the data collection related configuration(s) and/or indication(s), etc[2].
	Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion


In RAN1#116bis, we have further clarification on MI-Option 1 with an example procedure as copied below [3].
	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



It is noted that the data collection related configuration can be signaled with the associated ID(s). On the information to be transmitted to support data collection, we suggest introducing the data collection configuration(s) and it/their associated ID(s) to indicate the status/characteristics of the UE, gNB-side, or even other nodes of the network (e.g., LMF) that their value/setting results in different statistics in samples/measurements for which we want to train models. So, we can assume that data collection configuration are actually the set of conditions/additional conditions of the UE, of the gNB, and possibly of other nodes in the network when we collect samples/perform measurements, which are use case specific. 
[bookmark: _Hlk162905090]Proposal 4: 	Define a set of data collection configuration(s) with associated ID(s) to represent the set of conditions/additional conditions of the UE, of the gNB, and even of other nodes in the network affecting the measured data.
[bookmark: _Hlk166082285]Additionally, as discussed in the example procedure, MI-option1 requires NW signals the data collection related configuration(s) with associated ID(s) to be signaled to the UE. 
[bookmark: _Hlk166177738]To ensure consistency, during the inference phase, the current configuration with the associated ID(s) should be again determined based on the condition/additional condition (including the indications) of the UE and the gNB and then should be exchanged between the UE and NW.
Proposal 5: During both phases of data collection for training and inference, support procedures/signaling enabling UE and NW to exchange information related to data collection configuration(s) with the associated ID(s).
Dataset transfer (MI-Option 2)
In RAN1#116, for the AI/ML-based CSI compression use case, we have following agreements to support inter-vendor training collaboration [2].
	Agreement
To alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.



On the dataset indication issue, we think MI-Option 2 can be discussed with the above Option 4 (Standardized data / dataset format + Dataset exchange between NW-side and UE-side) for a two-sided model for the training and the inference from the consistency indication.
Proposal 6: Study MI-Option 2 with inter-vendor training collaboration Option 4 (Standardized data / dataset format + Dataset exchange between NW-side and UE-side) in the AI/ML-based CSI compression use case to ensure consistency.
During the procedure of MI-Option 2, it is necessary to share the dataset related information between two sides. We can associate the collected samples in a dataset with a set of data collection configuration(s) and/or indication(s), the training node can use one or a few groups of samples to train the model. Thus, the applicability of this model can be associated with such set of data collection configuration(s) of the samples used during the training.
To guarantee the feasibility of vendor-specific model optimization, the information on the dataset, especially the configuration on the data collection configuration for the dataset, can be used to facilitate identifying a model with a given model structure.
Proposal 7: Study the association between the data collection related configuration(s) and the dataset with an association ID for model identification.
Similar with MI-Option 1, from RAN1 perspective, it is necessary to discuss the procedure of MI-Option 2 for UE-sided model(s) developed (e.g., trained, updated) at UE side. 
Here we propose an example procedure for further study (including the feasibility/necessity):
· Step 1: NW transfers the dataset(s) with it/their associated ID(s). 
· Note: The ID(s) can be also associated with the data collection configuration(s).
· Step 2: UE(s) receives the dataset(s) corresponding to the associated ID(s)  
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side based on the received dataset(s) corresponding to the associated ID(s). 
· Step 4: UE indicates to the NW the accomplishment on the AI/ML model(s) development corresponding to the associated IDs.
FFS: the content and transfer of a dataset over the air interface.
Proposal 8: The following procedure as an example of MI-Option 2 can be considered for further study (including the feasibility/necessity):
· Step 1: NW transfers the dataset(s) with it/their associated ID(s) 
· Note: The ID(s) can be also associated with the data collection configuration(s).
· Step 2: UE(s) receives the dataset(s) corresponding to the associated ID(s)  
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side based on the received dataset(s) corresponding to the associated ID(s). 
Step 4: UE indicates to the NW the accomplishment on the AI/ML model(s) development corresponding to the associated IDs.
FFS: the content and transfer of a dataset over the air interface.
Model transfer from NW to UE (MI-Option 3)
[bookmark: OLE_LINK1]As discussed in RAN1#116 and RAN1#116bis meeting, the model transfer/delivery Case z2, z3 and z5 are de-prioritized in Rel-19. The feasibility of model transfer/delivery Case z4 will be further studied. Thus, for MI-Option 3, the model transfer scheme considered here can be regarded as Case z4 in the AI/ML-based CSI compression use case.
Proposal 9: Study MI-Option 3 with inter-vendor training collaboration Option 3 (Standardized reference model structure + Parameter exchange between NW-side and UE-side) and Option 5 (Standardized model format + Reference model exchange between NW-side and UE-side) in the AI/ML-based CSI compression use case.
In this option, each model to be transferred can be trained based on a dataset, where the data samples are associated with a set of data collection configuration(s). Therefore, the ID(s) of the model(s) can be also associated with the set of data collection configuration(s).
Similar with MI-Option 1, from RAN1 perspective, it is necessary to consider the procedure of MI-Option 3 for UE-sided model(s) developed (e.g., trained, updated) at UE side.
Here we propose an example procedure for further study (including the feasibility/necessity).
· [bookmark: _Hlk166064596]Step 1: NW transfers the model(s) with it/their associated ID(s)
· Note: The ID(s) can be associated the data collection configuration(s).
· Step 2: UE(s) receives the model(s) corresponding to the associated ID(s)  
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side corresponding to the associated ID(s). 
· Step 4: UE reports the associated IDs of the developed model(s) to the NW.
FFS: the content and transfer of a model over the air interface
Proposal 10: The following procedure as an example of MI-Option 3 can be considered for further study (including the feasibility/necessity):
· Step 1: NW transfers the model(s) with it/their associated ID(s)
· Note: The ID(s) can be associated the data collection configuration(s).
· Step 2: UE(s) receives the model(s) corresponding to the associated ID(s).
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side corresponding to the associated ID(s). 
· Step 4: UE reports the associated IDs of the developed model(s) to the NW.
FFS: the content and transfer of a model over the air interface

[bookmark: _Toc158650820][bookmark: _Toc158663620]Conclusion
In this contribution, we share our views on the necessity of model identification of UE-side or UE-part of two-sided models with the agreed different options for model identification, i.e., data collection configuration, dataset transfer and model transfer, including following proposals:
Proposal 1: MI-Option 4 can be further discussed with inter-vendor training collaboration Option 1 (fully standardized reference model (structure + parameters)).
Proposal 2: De-prioritize the discussion on MI-Option 5.
Proposal 3: Further study the model identification procedures of the three options for the UE-part of two-sided models, e.g., to assist model pairing, in the AI/ML-based CSI compression use case.
Proposal 4: 	Define a set of data collection configuration(s) with associated ID(s) to represent the set of conditions/additional conditions of the UE, of the gNB, and even of other nodes in the network affecting the measured data.
Proposal 5: During both phases of data collection for training and inference, support procedures/signaling enabling UE and NW to exchange information related to data collection configuration(s) with the associated ID(s).
Proposal 6: Study MI-Option 2 with inter-vendor training collaboration Option 4 (Standardized data / dataset format + Dataset exchange between NW-side and UE-side) in the AI/ML-based CSI compression use case to ensure consistency.
Proposal 7: Study the association between the data collection related configuration(s) and the dataset with an association ID for model identification.
Proposal 8: The following procedure as an example of MI-Option 2 can be considered for further study (including the feasibility/necessity):
· Step 1: NW transfers the dataset(s) with it/their associated ID(s) 
· Note: The ID(s) can be also associated with the data collection configuration(s).
· Step 2: UE(s) receives the dataset(s) corresponding to the associated ID(s)  
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side based on the received dataset(s) corresponding to the associated ID(s). 
Step 4: UE indicates to the NW the accomplishment on the AI/ML model(s) development corresponding to the associated IDs.
FFS: the content and transfer of a dataset over the air interface.
Proposal 9: Study MI-Option 3 with inter-vendor training collaboration Option 3 (Standardized reference model structure + Parameter exchange between NW-side and UE-side) and Option 5 (Standardized model format + Reference model exchange between NW-side and UE-side) in the AI/ML-based CSI compression use case.
Proposal 10: The following procedure as an example of MI-Option 3 can be considered for further study (including the feasibility/necessity):
· Step 1: NW transfers the model(s) with it/their associated ID(s)
· Note: The ID(s) can be associated the data collection configuration(s).
· Step 2: UE(s) receives the model(s) corresponding to the associated ID(s).
· Step 3: AI/ML models are developed (e.g., trained, updated) at UE side corresponding to the associated ID(s). 
· Step 4: UE reports the associated IDs of the developed model(s) to the NW.
FFS: the content and transfer of a model over the air interface
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]References
RP-234039, Qualcomm (Moderator), “ New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP RAN#102, Edinburgh, Scotland, Dec.11th-15th, 2023.
[bookmark: _Ref110602397][bookmark: _Ref115335659][bookmark: _Ref118291080]RAN1 Chair’s Notes, 3GPP RAN1#116, Athens, Greece, February 26th – March 1st, 2024
RAN1 Chair’s Notes, 3GPP RAN1#116bis, Changsha, Hunan Province, China, April 15th – 19th, 2024
R1-2403493, Moderator (OPPO), “Summary#4 for other aspects of AI/ML model and data”, 3GPP RAN1#116bis, Changsha, Hunan Province, China, April 15th – 19th, 2024.
[bookmark: _Ref163160371]3GPP TR 38.843, “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Release 18) v2.0.0 (2023-12)”

