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[bookmark: OLE_LINK5][bookmark: OLE_LINK8]In RAN #116bis meeting [1], the following agreements were achieved for AI/ML for beam management as follows:
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details
Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications
Agreement
For UE-sided AI/ML model for BM-Case1 and BM-Case2, for the configuration of Set A, take current CSI framework as a starting point.
· FFS: Set A is implicitly or explicitly configured in the report configuration for inference
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output
Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the configuration, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, and linked to the one new resource set(s) outside of CSI-ResourceConfig for Set A
· FFS on the association between Set A and Set B with or without additional IE in CSI-ResourceConfig
· Other necessary configuration in the configuration are not precluded. 
Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


During the RAN1#116bis meeting, some agreements were reached on NW-side data collection and UE-side model inference, while numerous other proposals were initially discussed without any further consensus yet. In this contribution, we provide our analysis and proposals on various aspects of AI/ML based beam management.
Data collection for model training 
For data collection, NW configures RS resources (e.g., SSB resources or CSI-RS resources) for L1-RSRP measurement. UE performs measurements based on the configured RS resources and report the corresponding collected data based on NW control. From NW perspective, the collected data can be used for model training, model inference or performance monitoring. For model training, the collected data can be further delivered or process for offline training or fine tuning. In previous meeting, it has been discussed the contents of data collection for training and corresponding report signalling, and no consensus on these two aspects were achieved. In addition, there are still some FFS issues on reporting design and reporting overhead reduction. Thus, we continue to discuss the above issues as following.
1.1     NW-side model 
Content of collected data for NW-side model
In previous meeting, data collection content for training has been discussed, and it is highly dependent on the type of AI/ML model. In general, there are two types of AI/ML models for beam management, it can be classification-based model and regression-based model.
The content of collected data from UE to NW is categorized into model label data and model input data. Model input includes the L1-RSRP from resource of Set B. Depending on the type of model, when the NW-sided model is a regression model, the ground-truth label can be L1-RSRP from resource of Set A. When the NW-sided model is a classification model, the ground-truth label can be Top-K beam related information among beams of Set A. During the Rel-18 study, RAN1 reached the following three options on the content of collected data for NW-side data collection. 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
Thus, at least for BM-Case1, all three options of data collection content can be supported.
Proposal 1: For NW-sided model, at least for BM-Case1, all three options can be supported for training data collection content:
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
Signaling for training data collection
For different LCM operations at the NW side, both the model input data and model label data need to be reported from the UE to the NW. For model training, offline training are generally non real time and the training data collection is triggered in a quite infrequent manner. Hence, only for model training purpose, three types of signaling (L1 signaling, MAC-CE, RRC) can be used. 
For L1 signaling, the current L1 beam reporting framework can be reused for measurement and report for training data collection. And, data collection for training, inference and performance monitoring can share a unified framework based on the current CSI framework, which means data collection for training has limited additional spec impact. Also, it’s totally up to gNB to decide whether or when collects data for training, which can alleviate the concern of heavy uplink load to network to some extent. Thus, for NW-sided model, at least L1 signaling can be considered for training data collection.
Proposal 2: For NW-sided model, at least L1 signalling can be considered for reporting the contents of training data.
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]FFS：Whether to report the contents in one or multiple measurement report 
1.2     UE-side model
For UE-sided AI/ML model, beam measurement for Set A can be configured for UE to collect training label data, and beam measurement for Set B can be configured for UE to collect training input data. In this section, we discuss specification support regarding data collection for UE-sided AI/ML BM-Case1. For the BM-Case2, multiple instance of Set A/B beam measurement can be used for training data collection.
For training data collection, a UE can report the supported size of Set A/B via UE capability. In addition, if assistance information on DL RS is provided to the UE, the UE can select/report preferred Set A among a candidate RS set for Set A to NW in order to maintain UE complexity for prediction and feedback overhead within a reasonable level. Assuming that potential beams for Set A are measurable with a periodicity much longer than that of Set B beams, UE assistance/reporting for determining Set A can be considered.
For the UE side model, it is recommended to configure the available Set A/Set B sets in the same way as the NW side model. The UE can request the required measurement beams Set A or Set B via higher-layer signaling, and the base station can reuse the TCI mechanism to activate/deactivate the corresponding sets.
Proposal 3: For UE-sided model, the UE can request the required/preferred measurement beams Set A/Set B via higher-layer signalling.
Inference
For the NW side model, the method of Set B measurement configuration can be the same as that of the training phase. As for the reporting of Set B measurement results, due to the sensitivity to latency during the inference phase, it is recommended, in accordance with RAN1 116 agreement, to use L1 signaling to report the measurement values of Set B. Regarding the number of reported measurement values, if the number of Set B measurement beams reported is too high, it would be difficult to achieve the goal of reducing Beam management overhead and shortening Beam management measurement latency through AI/ML. Thus, for BM case1/BM case2, it is suggested to further study.  
Proposal 4: For the NW side model, during the beam inference phase, for BM Case 1/Case 2, the maximum number of reported Set B beams in the L1 signaling should be FFS.
For the UE side model, the configuration of Set A/Set B is the same as that of the NW side model. It supports the UE to request the corresponding Set A/Set B via higher-layer messages and reuse the TCI mechanism to activate/deactivate the corresponding set. Based on L1 measurements, such as CRI and RSRP, reporting the top-K beams is recommended. The maximum number of beams reported should be consistent with the number of measurements in Non AI/ML Beam Management. The base station can implicitly determine whether the current measurement value is an AI/ML predicted value or a Non-AI/ML measurement value based on the terminal's current measurement state.
Proposal 5: For the UE side model, during the beam inference phase, it supports the UE to request the corresponding Set A/Set B via higher-layer messages and reuse the TCI mechanism to activate/deactivate the corresponding set.
Performance Monitoring
In the study item, the following performance metrics have been provided for performance monitoring of BM-Case1 and BM-Case2 [2]. For the four candidate performance metrics have been agreed, but further selection might be necessary. 
	For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP


From the standardization perspective, it is not necessary to use too many options for performance metric. From our view, we recommend selecting two out of these four options. For the Alt 2, it is not a direct performance metric and such KPI may be impacted by other factors, and making it difficult to establish a precise match with beam selection. But for Alt 3, it is not clear how to assess the model performance based on Alt 3. Thus, we prefer Alt 1 and Alt 4.
Proposal 6: For performance monitoring of BM-Case1 and BM-Case2, the following performance metrics can be supported：
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
	TR 38.843
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signaling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signaling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable
For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
   -	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
   -	Signaling, e.g., RRC-based, L1-based.
   - Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.


The performance monitoring for UE-side AI/ML model was studied and the corresponding outcome are captured in TR 38.843 as above. In the following, discussions are provided from the perspective of different types of performance monitoring.
In general, for UE-side AI/ML model, the performance monitoring for functionality-based LCM can be divided into 2 types. Type 1 is NW to control LCM operation of UE-side model and type2 is UE to control the LCM operation. For option 1 of type 1 performance monitoring, the request, measurement or reporting mechanism for UE-side AI/ML model inference can be reused as much as possible to ensure/monitor the performance of UE-side AI/ML model. For option 2 of type 1 performance monitoring, pre-configured conditions (e.g., the upper/lower-bound benchmark) can be configured to obtain the performance gap between AI/ML model-based method and non-AI/ML model-based method. Predefined rules can be used to disable/enable the functionality/model for AI/ML based beam management.
For type 2 performance monitoring, LCM operation is mostly up to UE implementation. For the signaling exchange between UE and NW (e.g., for requesting or configuring performance monitoring) the request, measurement and/or reporting mechanism for UE-side AI/ML model inference can be reused as much as possible.
Proposal 7. For UE-side AI/ML model, support both Type 1 performance monitoring and Type 2 performance monitoring.
On the consistency between training and inference
	Agreement
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
Note: it does not deny the possibility that different approaches can achieve the same function.


For inference for UE-side model, the aspects related to ensure consistency between training and inference regarding NW-side additional conditions are captured in TR 38.843 as above.
From beam management perspective, the consistency between training and inference includes the consistency of beam pattern and the consistency of indexing/mapping of Set A and Set B. There are several methods provided in SI phase for resolving this issue. However, one potential solution to address the consistency issue is to use association ID across LCM operation (e.g., model training, model inference and performance monitoring).
Proposal 8. For UE-side AI/ML model, consider the use of data collection ID/dataset categorization information across LCM operation to ensure consistency between training and inference.
Conclusions
In this contribution, we discuss beam management enhancement and have following proposals:
Proposal 1: For NW-sided model, at least for BM-Case1, all three options can be supported for training data collection content:
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
Proposal 2: For NW-sided model, at least L1 signalling can be considered for reporting the contents of training data.
· FFS：Whether to report the contents in one or multiple measurement report
Proposal 3: For UE-sided model, the UE can request the required/preferred measurement beams Set A/Set B via higher-layer signalling.
Proposal 4: For the NW side model, during the beam inference phase, for BM Case 1/Case 2, the maximum number of reported Set B beams in the L1 signaling should be FFS.
Proposal 5: For the UE side model, during the beam inference phase, it supports the UE to request the corresponding Set A/Set B via higher-layer messages and reuse the TCI mechanism to activate/deactivate the corresponding set.
Proposal 6: For performance monitoring of BM-Case1 and BM-Case2, the following performance metrics can be supported：
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Proposal 7. For UE-side AI/ML model, support both Type 1 performance monitoring and Type 2 performance monitoring.
Proposal 8. For UE-side AI/ML model, consider the use of data collection ID/dataset categorization information across LCM operation to ensure consistency between training and inference.
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