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1. [bookmark: _Ref521334010]Introduction
In RAN1#116bis meeting, further evaluation assumptions and potential specification impact of AI/ML-based CSI prediction have been discussed, and the following agreements and conclusions were made [1]. 
	Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 

Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms

Conclusion
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Conclusion
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional .，if adopted

Conclusion
For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.

Conclusion
· For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction

Agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model
Agreement
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window (number/distance)
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted

Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline

Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric


In this contribution, the simulation results for CSI prediction are provided, and the potential specification impacts are discussed.
2. Simulation results
In this section, we provide the evaluation results for CSI prediction without generalization and with generalization. For non-AI baseline, auto-regression (AR) algorithm is used. 
In our simulations, channel estimation error is considered in both model training and model inference. The channel estimation error  is modeled as additive Gaussian error with the following distribution. 
,
,
where denotes the channel power, is the transmit power of reference signal, is the interference plus noise power, and is the corresponding entries of channel matrix. Other simulation assumptions are listed in Table 1
[bookmark: _Ref165982340]Table 1 Simulation assumptions of CSI prediction
	Parameters
	Values

	Dataset size of training
	37k

	Dataset size of testing
	4k

	Model input/output
	raw channel

	observation window 
	5/5ms

	prediction window 
	1/5ms/5ms

	UE distribution 
	100% outdoor

	Whether  channel estimation error is modelled
	Yes

	Whether phase discontinuity is modelled
	No

	Codebook type for CSI report
	R18 eType II doppler (paramCombination-Doppler-r18=6)

	CSI report periodicity
	5 ms


2.1. Complexity analysis of non-AI based CSI prediction
In RAN1#116bis meeting, it was agreed to report the complexity of non-AI based CSI prediction in the result collection template. In this section, we give an example of how we calculate the FLOPs of AR algorithm.
In AR approach, it needs to first calculate the coefficient matrix. After obtaining the coefficient matrix, the predicted channels can be obtained based on the coefficient matrix and historical observations. To predict the channel of time N+1, the coefficient matrix can be calculated as the following.
,
where  is the channel from time  to N, and X is obtained as
.
It can be seen that for calculating, totally N historical channel observations are used, and the number of N will impact the complexity of the algorithm and the prediction performance.
The predicted channel. To achieve better performance, the coefficient matrixcan be kept updating by using the nearest N historical channel observations.
The FLOPs of the above steps can be calculated as
.  
The complexity of obtaining the inverse of a matrix with size  is , and the exact value of  depends on the algorithm of finding the inverse matrix.
For calculating the FLOPs of AR CSI prediction on full bandwidth, the granularity of AR coefficient matrix should be considered. In our AR algorithm, coefficient matrix is specific to each PRB and each antenna port, the total FLOPs of AR CSI prediction on full bandwidth is
,
where  and are the number of TX antenna port and RX antenna port, respectively, and   is the number of PRBs of the full bandwidth.
2.2. [bookmark: _Ref158297325]AI/ML model
The overall structure of the CSI prediction AI /ML model is shown in Figure 1. In the structure, ConvLSTM model contains three ConvLSTM cells, the structure of each ConvLSTM cell is shown in Figure 2. Two-dimensional convolution is introduced to capture the information of subbands and ports. The output of convolution is used as the input of the forgetting gate, input gate, update gate  and output gate . Then these values are used to calculate ，， and , followed with the long and short term status  and  update. The input and output type of the AI/ML model is raw channel matrix.
[image: D:\CSIPedict\chty\绘图1.jpg]
[bookmark: _Ref159166430]Figure 1. AI/ML based CSI prediction model
[bookmark: _Ref159166440][image: ]
Figure 2. Structure of ConvLSTM cell
2.3. Evaluation for CSI prediction without generalization
The simulation results for CSI prediction without generalization are provided in Table 2. The detailed evaluation results are provided in the attached result collection excel. In our simulations, the observation window configuration is selected as 5/5ms. The prediction window configuration is selected as 1/5ms/5ms. For calculating the SGCS, only layer 1 eigenvector is considered. 
[bookmark: _Ref158305263]Table 2 Simulation results for CSI prediction without generalization
	[bookmark: _Ref158297457]Traffic Model
	UE speed
	KPI
	AR based prediction
	AI/ML based prediction

	FTP
	30km/h
	SGCS
	0.815
	0.884 (+8.5%)

	
	
	Mean UPT (Mbps)
	86.96
	85.11 (-2.1%)

	
	
	5% UPT (Mbps)
	19.32
	28.99 (+50.1%)

	
	60km/h
	SGCS
	0.711
	0.767 (+7.8%)

	
	
	Mean UPT (Mbps)
	86.96
	81.63 (-6.1%)

	
	
	5% UPT (Mbps)
	19.42
	28.57 (+47.1%)

	Full buffer
	30km/h
	SGCS
	0.691
	0.814 (+17.8%)

	
	
	Mean UPT (Mbps)
	7.78
	7.87 (+1.2%)

	
	
	5% UPT (Mbps)
	2.99
	3.17 (+6%)

	
	60km/h
	SGCS
	0.625
	0.703 (+12.5%)

	
	
	Mean UPT (Mbps)
	7.53
	7.55 (+0.2%)

	
	
	5% UPT (Mbps)
	2.78
	2.79 (+0.4%)


It can be seen from the simulation results that for both UE speed of 30km/h and 60km/h, in terms of SGCS, AI/ML based CSI prediction has performance gain over non-AI based CSI prediction (AR). But in terms of mean UPT, the gain is marginal for full buffer traffic and negative for FTP traffic. For 5% UPT, AI/ML based CSI prediction has significant gain for FTP traffic, and marginal gain for full buffer traffic.
Based on the results, we can obtain the following observation.
Observation 1: For CSI prediction with observation window of 5/5ms and prediction window of 1/5ms/5ms,   compared with AR based CSI prediction, 
· For FTP traffic with UE speed at 30km/h, AI/ML based CSI prediction achieves the SGCS gain of 8.5%, the mean UPT loss of 2.1%, and the 5% UPT gain of 50.1%; 
· For FTP traffic with UE speed at 60km/h, AI/ML based CSI prediction achieves the SGCS gain of 7.83%, the mean UPT loss of 6.1%, and the 5% UPT gain of 47.1%；
· For full buffer traffic with UE speed at 30km/h, AI/ML based CSI prediction achieves the SGCS gain of 17.8%, the mean UPT gain of 1.2% , and the 5% UPT gain of 6%； 
· For full buffer traffic with UE speed at 60km/h, AI/ML based CSI prediction achieves the SGCS gain of 12.5%, the mean UPT gain of 0.2%, and the 5% UPT gain of 0.4%.
2.4. Evaluation for CSI prediction with generalization
In this section, we investigate the generalization capability of AI/ML model for different UE speeds. The following three cases as Rel-18 are considered in the simulations:
· Case 1: training and inference with the same scenario/configuration
· Case 2: training and inference with different scenarios/configurations
· Case 3: training with mixed dataset from different scenarios/configurations and inference with one of the scenario/configuration
For Case 3, we use mixed dataset with 50% data of UE speed=30km/h and 50% data of UE speed=60km/h. The simulation results for different cases are provided in Table 3. 
[bookmark: _Ref165988194]Table 3 Simulation results for CSI prediction with generalization
	Scenario/Configuration
	KPI
	Case 1: trained by #B => tested by #B
	Case 2: trained by #A => tested by #B
	Case 3: Trained with mixed #A and #B=> tested with #B

	Configuration #A：60km/h
Configuration #B：30km/h
	SGCS
	0.852
	0.801 (-6%)
	0.855 (+0.35%)

	Configuration #A：30km/h
Configuration #B：60km/h
	SGCS
	0.777
	0.762 (-1.9%)
	0.796 (+2.4%)


Observation 2: For CSI prediction of generalization over UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset with UE speed 30km/h and applied for inference with the same UE speed, 
· For generalization Case 2,  where the AI/ML model is trained with dataset with UE speed 60km/h, evaluation shows about 6% degradation in terms of SGCS ；
· [bookmark: _GoBack]For generalization Case 3, where the where the AI/ML model is trained with mixed dataset with UE speed 30 km/h and 60km/h, evaluation results show that it can achieve nearly the same SGCS performance.
Observation 3: For CSI prediction of generalization over UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset with UE speed 60km/h and applied for inference with the same UE speed, 
· For generalization Case 2,  where the AI/ML model is trained with dataset with UE speed 30km/h, evaluation shows about 1.9% degradation in terms of SGCS ；
· For generalization Case 3, where the where the AI/ML model is trained with mixed dataset with UE speed 30 km/h and 60km/h, evaluation results show that it can achieve slightly better (+2.4%) SGCS performance.
2.5. Potential specification impact for CSI prediction
Performance monitoring
In Rel-18, the following three performance monitoring types were provided for UE side CSI prediction use case [2].
	-	Type 1:
-	UE calculates the performance metric(s)
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculates the performance metric(s) 
-	UE reports performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).


In RAN1#116bis meeting, it was agreed to clarify the boundary between Type 1 and Type 3, and to clarify the definition of monitoring output and performance metric.
Actually, similar performance monitoring types have been discussed for AI/ML BM use cases [2].
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered


The Type 1-Option 1 performance monitoring of AI/ML based BM is similar to Type 2 performance monitoring of AI/ML based CSI prediction, and Type 1-Option 2 performance monitoring of AI/ML based BM includes Type 1 and Type 3 performance monitoring of AI/ML based CSI prediction. 
For Type 1 performance monitoring, it is not clear what is  performance monitoring output. According to the discussion of AI/ML based BM, it can be an event related to the performance metric. The specific events to trigger the reporting and the uplink resource for event-based reporting need to be discussed. We can defer the discussion until agreements of event-based reporting for performance monitoring have been achieved and we can reuse the mechanism as much as possible.
For Type 2 performance monitoring, the reporting content of ground-truth should be clarified. The type of ground-truth is related to the performance metric used by the network. If NMSE is used as the performance metric, UE can report the predicted channel matrix and ground-truth channel matrix to network, but the reporting overhead will be too large. If SGCS is used as the performance metric,  UE can report the predicted  eigenvector and ground-truth eigenvector to network for calculating the performance metric. For reporting the eigenvector, if legacy codebook/PMI based reporting is used, it will introduce quantization error from codebook. The SGCS calculated at the network is the SGCS between quantized predicted eigenvector and  quantized ground-truth eigenvector. The gap between the SGCS calculated by network and genie SGCS may impact the accuracy of performance metric. To obtain accurate SGCS, it requires high resolution of the reported predicted eigenvector and ground-truth eigenvector, whether to use legacy parameter combination  or introduce new parameter combination should be studied for Type 2 performance monitoring.
For Type 3 performance monitoring, how to define the reported contents should be considered. For example, the reported contents can be the statistics of the performance metric based on the measurement results over a period of time. For the type of performance metric, SGCS can be considered.
[bookmark: _Ref158297333]Observation 4: On Type 2 performance monitoring of UE side CSI prediction use case, the reporting overhead is large and the codebook based reporting may impact the accuracy of performance metric.   .
[bookmark: _Ref158297328]Proposal 1: On Type 1 performance monitoring of UE side CSI prediction use case, UE can report the performance metric related event to the network.
[bookmark: _Ref158297337]Proposal 2: On performance monitoring of UE side CSI prediction use case, Type 1 and Type 3 performance monitoring is prioritized for discussion.
Data collection 
For model inference, the data collection for AI/ML based CSI prediction is the same as non-AI based CSI prediction. In Rel-18 MIMO, the aperiodic RS enhancements of non-AI/ML based UE side CSI prediction can be applied to inference of AI/ML based UE side CSI prediction, and the enhancement for periodic and semi-persistent RS is not needed.
For model training and performance monitoring, data collection can be trigged by network or requested from UE. For data collection triggered by network, the network can configure periodic RS measurement, activate semi-static RS measurement or trigger aperiodic RS measurement for UE-side data collection. For the data collection requested from UE, the UE may send a request to network for corresponding RS pattern, and it should be up to gNB to decide whether to transmit RS in response to UE’s request. 
[bookmark: _Ref158297346]Proposal 3: In UE side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19: 
· Data collection triggered by NW;
· Requested from UE for data collection. 
3. Conclusions
In this contribution, we provided simulation results and potential specification impact analysis for AI/ML based CSI prediction, with the following observations and proposals provided:
Observation 1: For CSI prediction with observation window of 5/5ms and prediction window of 1/5ms/5ms,   compared with AR based CSI prediction, 
· For FTP traffic with UE speed at 30km/h, AI/ML based CSI prediction achieves the SGCS gain of 8.5%, the mean UPT loss of 2.1%, and the 5% UPT gain of 50.1%; 
· For FTP traffic with UE speed at 60km/h, AI/ML based CSI prediction achieves the SGCS gain of 7.83%, the mean UPT loss of 6.1%, and the 5% UPT gain of 47.1%；
· For full buffer traffic with UE speed at 30km/h, AI/ML based CSI prediction achieves the SGCS gain of 17.8%, the mean UPT gain of 1.2% , and the 5% UPT gain of 6%； 
· For full buffer traffic with UE speed at 60km/h, AI/ML based CSI prediction achieves the SGCS gain of 12.5%, the mean UPT gain of 0.2%, and the 5% UPT gain of 0.4%.
Observation 2: For CSI prediction of generalization over UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset with UE speed 30km/h and applied for inference with the same UE speed, 
· For generalization Case 2,  where the AI/ML model is trained with dataset with UE speed 60km/h, evaluation shows about 6% degradation in terms of SGCS ；
· For generalization Case 3, where the where the AI/ML model is trained with mixed dataset with UE speed 30 km/h and 60km/h, evaluation results show that it can achieve nearly the same SGCS performance.
Observation 3: For CSI prediction of generalization over UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset with UE speed 30km/h and applied for inference with the same UE speed, 
· For generalization Case 2,  where the AI/ML model is trained with dataset with UE speed 30km/h, evaluation shows about 1.9% degradation in terms of SGCS ；
· For generalization Case 3, where the where the AI/ML model is trained with mixed dataset with UE speed 30 km/h and 60km/h, evaluation results show that it can achieve slightly better (+2.4%) SGCS performance.
Observation 4: On Type 2 performance monitoring of UE side CSI prediction use case, the reporting overhead is large and the codebook based reporting may impact the accuracy of performance metric.   .
Proposal 1: On Type 1 performance monitoring of UE side CSI prediction use case, UE can report the performance metric related event to the network.
Proposal 2: On performance monitoring of UE side CSI prediction use case, Type 1 and Type 3 performance monitoring is prioritized for discussion.
Proposal 3: In UE side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19: 
· Data collection triggered by NW;
· Requested from UE for data collection. 
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