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1. Introduction
In RAN1#116-bis [1], general aspects of physical layer design were discussed, and the following agreements were made. 
	Agreement
Values of M studied further, for potential down-selection, are: 1, 2, 4, 8, 16, 24, 32.­­­­­­ Study at least the following aspects:
· Impact of SFO
· Data rate and comparison of data rate to other systems
· Device power consumption, complexity
· What association(s) exist between M and BR2D,tx

Agreement
In R2D, chip is a reference duration of a line code codeword
· As previously agreed, this means there are M reference durations in an OFDM symbol, for an OFDM-based waveform.
· The reference duration definition will be studied during discussion on selecting line code(s).

Agreement
Study single sideband (1SB) and double sideband (2SB) transmission for D2R. Aspects include:
· Spectral efficiency
· Decoding performance at device, and power consumption, complexity impacts, if any
· [bookmark: _Int_060AygXV]Interference impact to NR signal.
 
Agreement
The study assumes the following codewords:
· For Manchester encoding down select one from: 
· A: bit 0→ chips {01}, bit 1→chips {10}
· B: bit 1→chips {10}, bit 1→chips {01}
· Reference duration is duration of chip {0} which is equal to duration of chip {1}
· For PIE down select one from:
· A: bit 0→chips {01}, bit 1→chips {1110}. Reference duration is duration of chip {0} which is equal to duration of chip {1}.
· B: 0→{0}, 1→{10}; followed by {0} → high voltage for one chip, {1} → high-low-high voltage in one chip. Reference duration is a chip duration.
· Note: The SI intends to further down-select between Manchester encoding and PIE.
 
Agreement
[bookmark: _Int_IIcO228l]Study R2D transmission using repetition at (i) bit level; (ii) chip level. FFS which, if any, are supported.
 
Agreement
[bookmark: _Int_xWEw1FkO]Further study of any R2D FEC will be performed only if a proposal is made for FEC which is common to device 1 and 2a and 2b.
 
Agreement
Study the following for D2R baseband modulation, for potential down-selection:
· OOK
· Binary PSK
· Binary FSK, if OOK and binary PSK are found not suitable
· Study needs to consider aspects including:
· Exact baseband signal generation
· Spectral or resource efficiency comparison
· Power consumption and complexity feasibility for the devices in the SID
· Impacts of phase discontinuity
· Demodulation method(s) at D2R receiver
· Decoding performance at reader
· Impacts of spectrum aliasing for binary FSK
· Possible imperfection in the modulation can be studied under 9.4.1.2/9.4.1.1

Agreement
Study assumes double sideband (2SB) transmission for D2R.
 
Agreement
For D2R, study: Manchester encoding, FM0 encoding, Miller encoding, no line coding.
· FFS: Mapping(s) from bit(s) to line-code codewords
· FFS: How to achieve small frequency shift and/or FDM(A) among devices
· Aspects to study include:
· Spectrum shape
· Complexity
· Power consumption
· BER, BLER
· Resilience to SFO
· If there is any relation to CFO

Agreement
In D2R, the smallest unit of resource allocation:
· If a line code is used, the smallest unit is a chip i.e., a duration equal to a reference duration of the line code.
· If no line code is used, is FFS.

Agreement
Study D2R transmission in the physical layer using repetition at (i) bit level; (ii) chip level. FFS which, if any, are supported.
· NOTE: Discussions regarding higher-layer repetitions are up to RAN2.
 
Agreement
A-IoT UL study of FEC includes at least convolutional codes.
· Comparisons are encouraged to the case of no FEC, and to repetition (if agreed)
· FFS details of convolutional codes, such as polynomial(s), shift-register termination, etc.
· FFS if other FEC candidates/methods will be studied, e.g. Reed-Muller, Turbo, pre-storage of codewords.



This contribution presents our views on physical layer design aspects for ambient IoT applications. 

2. Discussion
2.1 R2D Line Coding – The below points were agreed upon in RAN1#116-bis [1]:
· Line codes studied are Manchester encoding and pulse-interval encoding (PIE).
· Mapping(s) from bit(s) to line-code codewords.
· Time domain definition of chips and relation to OFDM symbols, resource allocation unit, etc.
· The SI intends to further down select between Manchester encoding and PIE.

	Comparison between Manchester encoding and PIE

	Manchester Encoding
	Pulse Interval Encoding

	In telecommunication and data storage, Manchester code (also known as phase encoding, or PE) is a line code in which the encoding of each data bit is either low then high, or high then low, for equal time.
	Pulse interval encoding (PIE) is a method of transmitting data to an RFID tag by emitting pulses of energy at varying intervals, to indicate the ones and zeroes of binary code stored on that tag.

	[bookmark: _Int_TbQlFC7i]It is a self-clocking signal with no DC component.
	The messages sent are short compared to the repeat time between messages which allows the receiver to relax to the centre of its detection range between messages.

	Manchester encoding extracts a price for its use because it requires two times the bandwidth of the actual data rate being sent through the communications channel.
	It is asymmetric in pulse width for each symbol which is more sensitive to time delay noise, resulting in higher threshold of detection and lower bit rates

	It is superior for noise immunity meaning it has a much-improved bit error rate (BER) at low SNR's.
	It can be incredibly low power and low cost for the Rx which can be passive or use energy stored from the carrier to power a short burst on its TX for RFID response.



Observation - PIE offers promise of low power and low cost but redundant coding like Manchester which uses more spectrum due to the self-clocking of redundancy of transmitting a full clock cycle per bit, can have better data integrity or BER.

Proposal – Owing to its low power consumption and low cost, pulse interval encoding seems to be a better fit for A-IoT R2D line-coding.

2.2 D2R Line Coding – The below points were agreed upon in RAN1#116-bis [1]:
· Study the following for D2R line coding: Manchester encoding, FM0 encoding, Miller encoding, no line coding.
· Mapping from bit(s) to line code(s) codewords.
· Study must consider- spectrum shape, power consumption and complexity, BER and BLER, resilience to SFO, any relation to CFO.
The features, benefits and limitations of Manchester encoding can be understood from the above table. Below table gives a comparison of Miller and FM0 encoding.
	Comparison of Miller and FM0 Encoding

	Miller Encoding
	FM0 Encoding

	[bookmark: _Int_dKgSyllH]Miller encoding is also known as delay encoding. It can be used for higher operating frequency, and it is similar to Manchester encoding except that the transition occurs in the middle of an interval when the bit is 1.
	FM0 is also known as Bi-phase space encoding. A transition is present on every bit and an additional transition may occur in the middle of the bit. Here the data rate is twice.

	While using the Miller delay, noise interference can be reduced.
	Sufficient clock information can be recovered from the data stream so that a separate clock is not needed. Therefore, for transmission, the number of wires is minimized.



Observation - Manchester uses more spectrum due to the self-clocking of redundancy of transmitting a full clock cycle per bit and can have better data integrity or BER. Miller tends to have better noise performance, whereas FM0 has higher data-rate with self-clocking capability and minimized cost.

Proposal – For A-IoT D2R line-coding, FM0 can be considered.

2.3 D2R Modulation – The below points were agreed upon in RAN1#116-bis [1]:
· Study the following for D2R baseband modulation, for potential down-selection: OOK, BPSK, BFSK (only if OOK and BPSK not suited).
· Study must consider- exact baseband signal generation, spectral efficiency comparison, power consumption and complexity feasibility, impacts of phase discontinuity, demodulation methods at D2R receiver, decoding performance at reader, spectrum aliasing impact for BFSK.
Here is a comparison of OOK, BPSK, and BFSK modulation based on the mentioned aspects.
Spectral Efficiency
OOK is more spectrally efficient than frequency-shift keying, but more sensitive to noise when using a regenerative receiver or a poorly implemented superheterodyne receiver. For a given data rate, the bandwidth of a BPSK (Binary Phase Shift keying) signal and the bandwidth of OOK signal are equal.

Power Consumption
The power consumption of a modulation scheme depends on several factors, including the complexity of the modulation technique, the efficiency of the transmission system, and the specific implementation details. OOK modulation is relatively simple, as it only requires turning the carrier signal on and off to represent binary data. BPSK and BFSK may consume more power due to their increased complexity compared to OOK. 

Phase Discontinuity
Each transition between the on and off states in OOK introduces a phase shift, resulting in phase discontinuities. Likewise, in BPSK, the carrier instantaneously jumps whenever the message bit of the current symbol differs from the message bit of the previous symbol. BFSK modulation does not inherently maintain phase continuity because it modulates the frequency of the carrier signal to represent binary data. However, it is possible to configure BFSK in such a way that phase continuity is maintained across the entire input. Continuous-phase frequency shift keying (CPFSK) is a type of frequency shift keying (FSK) that maintains phase continuity from symbol to symbol. 

Demodulation
The simplest demodulation technique for OOK involves using a threshold detector. The received signal is compared against a predetermined threshold. If the received signal's amplitude is above the threshold, it is interpreted as a '1' bit; otherwise, it is interpreted as a '0' bit. Another demodulation method for OOK involves envelope detection, where the amplitude variations of the received signal are extracted to recover the original data. OOK demodulation is straightforward and suitable for low-complexity systems.
Coherent demodulation is commonly used for BPSK, where the receiver must maintain phase coherence with the transmitter. This typically involves recovering a phase reference from the received signal (e.g., using a local oscillator) and comparing it with the received signal to determine the phase shift. Non-coherent demodulation techniques, such as differential BPSK (DBPSK), are also used. DBPSK compares the phase difference between adjacent symbols to determine the transmitted bits, eliminating the need for phase synchronization.
Coherent demodulation in CPFSK involves recovering a frequency reference from the received signal and comparing it with the received signal to detect frequency shifts. Non-coherent demodulation techniques, such as frequency discrimination, can also be used for BFSK.

Decoding Performance
The BER (Bit Error Rate) performance of BFSK and OOK is worse compared to BPSK modulation.

Observation: The advantages of on-off keying include low power consumption, simple demodulation techniques, and high spectral efficiency. However, BPSK offers superior decoding performance.

Proposal: For the D2R transmission, OOK modulation scheme can be supported.


2.4 D2R FEC – The below points were agreed upon in RAN1#116-bis [1]:
Study D2R transmission in the physical layer using repetition at (i) bit level; (ii) chip level.
A-IoT UL study of FEC prioritizes includes at least convolutional codes.
•	Comparisons are encouraged to the case of no FEC, and to repetition (if agreed)
•	FFS details of convolutional codes, such as polynomial(s), shift-register termination, etc.
•	FFS if other FEC candidates/methods will be studied, e.g., Reed-Muller, Turbo, pre-storage of codewords.

Convolutional Codes:
Performance: Convolutional codes offer good error correction performance, especially in scenarios with moderate to high levels of noise or interference. They can achieve low error rates with relatively low redundancy, making them bandwidth efficient.
[bookmark: _Int_vWGM1paj]Decoding: Viterbi algorithm is typically used for decoding convolutional codes, which efficiently finds the most likely sequence of transmitted bits. The encoder and decoder are relatively simple to implement.
  
Reed-Muller Codes:
Performance: Reed-Muller codes exhibit good performance in correcting burst errors, which occur when consecutive bits are corrupted in the transmission process. This makes them suitable for communication channels prone to burst errors, such as certain types of wireless channels. However, they do not perform as good as turbo codes.
Decoding: Decoding Reed-Muller codes can be computationally complex, but techniques like syndrome decoding are commonly used. 
       
Turbo Codes:
[bookmark: _Int_7wtVDDTS]Performance: Turbo codes provide near-Shannon-limit performance, making them highly efficient in combating noise and interference in communication channels. Their performance is limited at low SNR due to error propagation in the iterative decoding.
Decoding: Turbo decoding involves iterative decoding using the turbo decoding algorithm, which exchanges information between the constituent decoders to improve error correction performance. This can introduce higher decoding latency compared to other error-correcting codes.

Observation - Convolutional codes are relatively simple to implement. Their encoder and decoder designs are straightforward, requiring less processing power and hardware resources compared to turbo and reed muller codes. For real-time applications with random errors and limited resources, convolutional codes are a good choice.

Proposal: For the D2R FEC, convolutional codes can be supported.

3. Conclusion
In this document different options for waveform and modulation, line coding, and forward error correction techniques for the Ambient IoT device are discussed and the following proposals are made:
Observation 1 - PIE offers promise of low power and low cost but redundant coding like Manchester which uses more spectrum due to the self-clocking of redundancy of transmitting a full clock cycle per bit, can have better data integrity or BER.
Proposal 1 – Owing to its low power consumption and low cost, pulse interval encoding seems to be a better fit for A-IoT R2D line-coding.

Observation 2 - Manchester uses more spectrum due to the self-clocking of redundancy of transmitting a full clock cycle per bit and can have better data integrity or BER. Miller tends to have better noise performance, whereas FM0 has higher data-rate with self-clocking capability and minimized cost.
Proposal 2 – For A-IoT D2R line-coding, FM0 can be considered.
Observation 3 - The advantages of on-off keying include low power consumption, simple demodulation techniques, and high spectral efficiency. However, BPSK offers superior decoding performance.
Proposal 3 - For the D2R transmission, OOK modulation scheme can be supported.

Observation 4 - Convolutional codes are relatively simple to implement. Their encoder and decoder designs are relatively straightforward, requiring less processing power and hardware resources compared to turbo and reed muller codes. For real-time applications with random errors and limited resources, convolutional codes are a good choice.
Proposal 4 - For the D2R FEC, convolutional codes can be supported.
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