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Introduction
The positioning related objectives of the WID in RP-234039 [1] with regards to potential specification impact consists of:
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning  
· [bookmark: _Hlk158806264](2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning 
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



In this contribution, we incorporate the insights and discussions from RAN1#116 and RAN1#116b and delve into the aspects of Model monitoring, functionality/model management, and model Inference measurement enhancements that are essential for the operation of the identified positioning cases. 
Additionally, we highlight two critical measurement signaling aspects:
· The interrelation between (Sample-based vs. Path-based) and (PDP vs. CIR) demands a unified approach rather than treating each topic separately.
· The necessity for complex valued reporting, emphasizing that it involves more than appending singular phase information to the report.



Model Input 
DL PRS and UL SRS
In RAN1#116, the following agreement was concluded
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.



Based on the findings from evaluations conducted during the study phase, it has been shown that the utilization of multiple transmit/receive antenna port pairs (Nport) has a significant positive impact on performance. Multi-port operation additionally reduces the number of OFDM symbols needed to support positioning. However, in Rel. 16, SRS transmission was limited to a single-port for positioning.

Proposal 1: 	Consider multi-port UL SRS support for AI/ML positioning.

Discussion on potential specification impact for the identified cases
Direct AI/ML positioning 
Case 1: UE-based positioning with UE-side model
In Case 1, the UE performs measurements on the DL-PRS, utilizing these measurements as input for model inference, which in the context of direct positioning it is the position. To ensure reliable operation, signaling should encompass validity conditions, such as applicable areas and UE capabilities. Additionally, the requirement for assistance signaling depends on various factors, including the synchronization of DL-PRS resources from multiple NG-RAN nodes, which may be necessary based on the model and network configuration.

[image: Ein Bild, das Text, Screenshot, Schrift, Diagramm enthält.
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Figure 1: UE-based positioning with UE-sided model (direct positioning).

In RAN2#125-bis, RAN2 made the following agreement for the LCM framework of UE-sided models:
	Agreements 
1. For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach). 
2. “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19



Making the connection to Case 1 positioning, we have the following:
network decision, network-initiated functionality management
Here, the NW (i.e., the LMF) is requested to select the best possible functionality from the set of applicable functionalities that both UE and NW support. If the UE-side model(s) is(are) transparent to the NW, it would be hard for the NW to determine the best possible functionality that would enable achieving the required QoS without any further information.
In our view, UE-side monitoring – since the UE is responsible for deriving monitoring metrics in Case 1 – should provide monitoring reports, including error sources, faults, or performance-related conditions, to the NW, without compromising the proprietary nature of the UE-side model. The network utilizes these data to verify the performance of the AI/ML model on the UE side and gain a general overview of each (logical) model’s performance, as well as the performance of the activated functionality in each case, by gathering monitoring data from multiple UEs.

Observation 1: 	UE monitoring reports in Case 1 assist the network in verifying AI/ML model/functionality performance and gathering multi-UE monitoring data for performance management.

Network decision, UE-initiated functionality management
In scenarios where the UE supports multiple models or functionalities, network management facilitates the selection, activation, deactivation, or switching of AI/ML (logical) models or functionalities, as well as fallback to non-AI/ML operation. Specifically, if the UE updates its supported functionalities or requests a change in the functionality (i.e., (de)activation/switching or fallback), it should provide information to the network on whether this request was due to i) update in UE capability; ii) the current AI/ML (logical) model underperforming; or iii) an inactive functionality/model is predicted to perform better. 

UE autonomous, decision reported to the network functionality management
We do not foresee a scenario where this option would provide such a significant benefit that would balance the NW disruption due to the one-sided functionality management decision from the UE. To add to this, even if the UE decides on the active functionality, this decision can always be rejected by the NW. For example, the NW can select to deactivate Case 1-related functionalities completely and switch to another one (e.g., Case 3b), due to its prediction that this would lead to better overall performance. 

Observation 2: 	In Case 1, if the UE requests a change in the functionality (i.e., (de)activation/switching or fallback) or updates its supported functionalities, without communicating the UE-side monitoring event that triggered this request or change, the network may lack crucial information that could lead to inefficiencies in network management.
Proposal 2: 	Support UE-sided models to inform the network on the monitoring event that triggered a request to switch functionality or an update of the supported functionalities.

Nevertheless, on several occasions it might be beneficial for the UE to make a quick functionality management-related decision to ensure QoS (e.g., fallback when AI/ML model performance is below a threshold), without waiting for explicit confirmation/approval from the NW. To achieve this in a way that the NW would maintain decision making responsibility over functionalities, the network configures several functionalities at the UE (e.g., for switching to different functionality/(logical) model in different areas or radio conditions) and provide a configuration determining when to automatically switch between functionalities or fallback, based on some criteria/threshold values. As the conditions or UE capability change dynamically, the NW/LMF can update the configuration on demand.

Proposal 3: 	In Case 1, the NW configures several functionalities at the UE and provides a configuration for functionality switching and fallback, depending on specific parameters or thresholds. The configuration is updated on demand, based on dynamic radio conditions and UE capability.

[bookmark: _Ref166149101]LMF-side model (Case 2b: UE-assisted & Case 3b: NG-RAN node assisted)

In Case 2b the UE provides measurements on DL-PRS to the network (LMF). Similarly, in Case 3b the NG-RAN nodes assist in the positioning process by providing measurements to the network. The network utilizes these measurements as input to the LMF-side model, which then outputs the UE position. In this case, the assistance information typically includes information on reference signal configuration and the measurements needed to be generated to support the LMF-model’s positioning estimation. Depending on the LMF model functionality, different RS configurations (beam configuration, periodicity, etc.) and measurements may be required. 
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Figure 2: LMF-based positioning with LMF-side model: Case 2b: UE-assisted and Case 3b: NG-RAN-assisted (1st priority).

Figure 3 shows possible building blocks of the measurement unit (UE in case 2b, TRP in case 3b). The UE may receive (and process) RS from several TRP. For Case 3b one or several NG_RAN nodes will receive a RS from the UE. Accordingly, several NG-RAN nodes may report to the LMF. For OFDM based systems, the processing of the reference signal is performed in the frequency domain using the FFT output. Multiplying the FFT output with the conjugate reference signal (RS) sequence implements the cyclic correlation. The intermediate output is the CIR in the frequency domain (“CIR_FD”). 
[image: Ein Bild, das Diagramm, Text, Reihe, Schrift enthält.
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[bookmark: _Ref158908185]Figure 3: Overview of measurement unit building blocks.

Channel estimation algorithms may use this data directly as input for further processing. The number of relevant samples in the frequency domain depends on the number of sub-carriers assigned to the RS. The frequency domain signal can be transformed into the time domain by the inverse FFT (iFFT) resulting in the CIR_TD. The CIR_TD may be the input for building blocks estimating the paths in the time domain. The number of relevant samples of the CIR_TD depends on the delay spread and is typically much lower than the number of samples in the frequency domain. For AI/ML based algorithms it may be sufficient to use the CIR_TD samples or a subset of it as input to the model (or other building blocks of the LMF). To reduce the reporting complexity the relevant parts of the CIR_TD may be extracted. The LMF can request for performance or monitoring operation, reports including relevant samples of the CIR_TD together with measurements already defined in earlier positioning releases. Depending on the measurement report configuration, the LMF can evaluate the report and further process the measurements, as shown in the example of Figure 4.
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[bookmark: _Ref159016048]Figure 4: Building blocks of LMF with AI/ML support.

Observation 3: 	LMF can utilize reports that include AI/ML measurements, along with measurements from earlier releases, based on the same resources.
Proposal 4: 	Define new measurement, including sample-based time domain CIR to provide model input for cases 2b and 3b.  

AI/ML assisted positioning (UE side or gNB side model)
Case 2a involves UE performing an intermediate step by providing a measurement or classification as output of an AI/ML model, assisting in positioning within the network. Similarly, Case 3a entails the gNB conducting an intermediate step by providing a measurement or classification as output of an AI/ML model. Both cases are illustrated in Figure 5.
AI/ML functionality/model specific information might be provided. The assistance information typically includes measurements or reference signal configuration that need to be generated to support the LMF-model’s positioning estimation. Additionally, further information on the receive scenario (e.g., TRPs or beams for a given area) may be provided to the measurement unit. 
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Figure 5: AI/ML assisted positioning – Case 2a: UE-assisted with UE-side model. Case 3a: NG-RAN node assisted positioning with gNB-side model (1st priority).

Figure 6 shows that the parts of the building blocks already shown in Figure 3 now incorporate an AI/ML model. In cases 2a and 3a, [2] concluded that the model can generate new measurements, retain measurements from earlier releases, or enhance existing measurements. While introducing a new measurement could potentially address the need for higher resolution measurements, refining existing measurements through AI/ML maintains consistency with current protocols, avoiding the need for extensive changes.
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[bookmark: _Ref158908274]Figure 6: Overview to measurement unit building blocks with UE or NG-RAN node sided model.

In [2], the LMF is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground-truth label for case 2a and case 3a. The LMF can collect monitoring metrics from the UE or gNB (e.g., predicted vs true ToA, AoA, LOS/NLOS, statistics of input data/measurements compared to the statistics of training data, etc.) and associate them with the estimated position. Additional channel information (the input data of the model, for example) can be reported to monitor at the LMF the model’s performance under given conditions.

Proposal 5: 	Consider refining existing measurements over introducing entirely new measurements to support AI/ML assisted positioning for cases 2a and 3a.

LCM operations: necessary measurements, signaling/mechanism(s) 
Functionality/Model monitoring
In the previous meeting, the following agreement was made with regards to model monitoring:
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 




One of the core components of the LCM that enables functionality/model management decisions is the outcome of functionality/model monitoring. As identified in [2], different monitoring metrics can be applied, focusing on input or output data statistics, system performance metric(s) that can be a proxy for the AI/ML model performance or comparison with the true label (e.g., 3D position, ToA/AoA estimation, LOS/NLOS classification, etc.). 
The fact is that different monitoring metrics (or analytics) come with different benefits and requirements. Some are easier to apply (e.g., monitor input data) but might not necessarily reflect a problem with the model (for example, even if input data statistics are “far” from the training data statistics, the model could still reach sufficient accuracy). Other monitoring metrics, like utilizing a ground truth label for monitoring, are far more accurate when it comes to determining an underperforming model, might however necessitate more resources (e.g., the availability of a PRU).
Even when acquiring ground truth labels for monitoring, the label validity, quality, and confidence also depends on the method used for generating the label. For example, a label reliability might differ depending on the source such as a PRU or a landmark (when available) compared to labels generated by other RAT or non-RAT methods. 
A reasonable strategy here is to monitor metrics that are easy to infer locally (e.g., input data statistics) and if these indicate a potential problem with the functionality/model, a plurality of monitoring metrics can be further triggered, for determining if a problem with the model is indeed present. Depending on the monitoring quality requirements, more frequent monitoring, with more accurate monitoring metrics (e.g., ground truth labels of the highest quality/confidence) and with more detailed reporting (e.g., F1-score vs accuracy, confidence of monitoring result vs simple problem confirmation, etc.) could be configured. 
Proposal 6: 	Consider a sequential monitoring process: upon identifying of a potential issue through early metrics, activate a broader set of monitoring metrics to confirm the presence of the issue.

Proposal 7: 	For functionality/model monitoring, support diverse monitoring configurations encompassing:
· Offering options for event-based or scheduled monitoring in different time intervals, with the flexibility to adjust the monitoring frequency.
· Providing customization for reporting detail, notifying monitoring entity on the level of detail in monitoring reports.
· Supporting different methods of generating ground truth labels for monitoring purposes, with varying quality of labels.

Functionality/Model selection, applicability, and management
In functionality-based LCM, functionality management (i.e., decision on functionality activation/deactivation/switching/fallback) should be handled by the NW (LMF), due to the extensive information it has on the (radio) conditions in the area. This can be initiated by the NW-side (e.g., due to monitoring of the active and inactive functionalities) or requested by the UE (e.g., due to capability update).
Proposal 8: 	For all positioning use cases, functionality management is provided by the NW (LMF).

The first step in functionality-based LCM is the initial functionality identification and determination of applicable functionalities. In RAN2#125-bis, RAN2 made the following agreement for the LCM framework of UE-sided models, related to applicability and additional conditions:
	Agreements for positioning and beam management 
1. Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message. 
2. Support reactive reporting of UE-sided applicable functionality. The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality
3. FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)



The point here is selecting and activating a functionality that can ensure a set QoS posed by the NW. This means that the UE-/gNB-/LMF-side AI/ML model that is used in the activated functionality can perform according to certain criteria (e.g., accuracy of predicted position). As the LMF has limited or no information on the models available at the UE and the NG-RAN node in functionality-based LCM, the decision on which model/functionality combination for every UE/gNB would perform best in each case is not trivial. 
We would argue here that the initial selection of a functionality among the set of applicable functionalities shares similarities with the functionality switching process, since also in the latter, the most suitable (i.e., ensuring performance according to the defined performance target) functionality needs to be selected from the set of applicable functionalities.
Observation 5: 	In functionality-based LCM, the decision for initial selection of a functionality to be activated from the set of applicable functionalities and the decision of functionality switching or fallback have the same requirements.


Going one step further, the NW/LMF responsible for functionality management needs to balance the expected performance of applying a specific functionality/model against the potential cost/overhead, especially for the UE-/gNB-side. For example, a UE can support several functionalities in Case 1 (or Case 2a), but for a given functionality it has a plurality of physical models that have a trade-off between prediction accuracy, (computational and storage) complexity and power consumption. Or it might need to download some models (or parts of models) from the NW or from the User Plane. 
Proposal 9: 	In functionality-based LCM, UE/gNB provides an expected performance vs cost/overhead information to the LMF that is associated with a functionality or model. The cost/overhead information includes: 
· information on (logical or physical) model properties, such as size, computational complexity or power consumption
· availability of the physical model on the device 
· latency for activating functionality or model.

Determining when to switch to a functionality (or model) is only part of the story. There is always the case that this switch was not the best option, due to several factors that can only become known if monitoring continues for some time interval after the switch. For example:
· The newly-activated functionality/model underperforms directly or after few inference steps and switching to a different functionality/model or fallback is required;
· There is a constant switching of functionalities/models (ping-pong effect).
· The newly-activated functionality/model has higher complexity/overhead (e.g., model size/complexity, more – and more frequent – measurements required, etc.), but the performance gain is insignificant.
Availability of such “follow-up” performance-related information is critical for assessing the quality of the functionality/model management entity and must be logged and/or reported. 
Proposal 10: 	Support monitoring the events resulting from functionality/model management decisions (fallback or (de)activation/switching) for a pre-defined time window.

Proposal 11: 	Support a monitoring report including the outcome (performance, overhead/cost, robustness, etc.) of functionality or model management decisions when required. 


Model update/re-training
When a functionality or a model are indeed detected to under-perform, the central question is whether this is due to a temporal (e.g., a temporary blockage that does not require any model update), a periodic (e.g., an area changes at known or easy-to-determine time periods, which can imply that a dedicated model needs to be trained for these periods) or permanent effect (so the model needs to be updated/re-trained).
As these variations are area-specific, it makes sense that the NW (LMF) monitors for such effects and informs the incoming UEs. So, when several functionalities or models (in any positioning case) appear to have performance issues, based on data collected from several UEs, the NW (LMF) can configure a wide-range monitoring campaign, to determine if these problems have temporal, periodic or permanent causes. In any case, the NW can mark areas (and/or time-periods) where a functionality/model is expected to perform well. This information can be made available to UEs entering these areas, while data collection for model update/re-train can focus on areas that are marked as problematic for specific functionalities/models.

Proposal 12: 	Support validity indication for the AI/ML models. The indication shall include at least information about the existence of ML assisted areas. 


Necessary signaling of necessary measurement enhancements 
The following agreements were reached regarding sample-based and path-based measurements and the support of phase information: 
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
0. Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
0. Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
0. Tradeoff of positioning accuracy and signaling overhead
0. Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
0. Whether the same Alternative(s) applies to all cases or not
0. Applicability and necessity of specifying the Alternative(s) to different cases
0. Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.




	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.




In the email from the FL dated April 19th, 2024 it is proposed to address the following issues during RAN1#117
	Looking forward to RAN1#117, several issues left over from RAN1#116bis are highlighted below.
· Sample-based vs path-based measurements (see section 7.1). In RAN1#116bis, delegates had the opportunities to share information and exchange views, although convergence was not possible. Companies are encouraged to continue to investigate the issues, including the ambiguity issues and the agreement made in RAN#116. The goal is to make a decision in RAN1#117.
· Phase information for determining model input (see section 2.4). No progress was possible in RAN1#116bis. Companies are encouraged to share views on this topic, considering the two types of phase information: (a) CIR; (b) Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP.
· Whether a new case should be added to support multi-RTT (see Proposal 2.2.2-2 in section 2.2.2). Specifically, whether Case 2b and Case 3b can be used together to support multi-RTT. Decision on this topic will have large impact on RAN2/RAN3 discussion, and this use case is not explicitly in scope in the WID. If RAN1 decides to recommend it, then RAN2/RAN3 should be notified to check whether RAN2/RAN3 are also supportive. Thus this topic should be handled earlier rather than later, due to the impact to RAN2/RAN3 groups.
· On consistency between training and inference (see section 5.2): there was no time to explore this in RAN1#116bis. We can kick off this topic in RAN1#117.



Path vs sample based reporting 
The latest discussion based on the FL proposal in RAN1#116b was:
	Proposal 2.1.6
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the impact of ambiguity of path-based measurement, and the impact of ambiguity of sample-based measurement, on positioning accuracy performance and make a decision to support path-based or sample-based measurement by RAN1#117 meeting:
· The following definition is used for ambiguity:
· Ambiguity is defined as inconsistency between measurement reported during training (data collection) and reported during inference.
· Ambiguity exists if different measurement entity implementation generates substantially different measurement report, while observing the same channel 
· If there is ambiguity in the definition of path-based measurement, how to remove/minimize the ambiguity if needed.
· If there is ambiguity in the definition of sample-based measurement, how to remove/minimize the ambiguity if needed.




The ambiguity for path-based measurements results from different effects:
· Path detection method ambiguity:
The method used for the path detection may be subject of implementation. Different vendors may use different algorithms to detect a path. Especially for high positioning accuracy super resolution techniques providing a resolution/accuracy better than 1/bandwidth or 1/fs, where fs is the sampling frequency used for the signal processing (122.88MHz for a signal with a bandwidth of app. 100MHz, for example). To overcome this issue a detailed definition of the algorithm used for the path detection would be required. 
· Path detection probability: 
Weak paths may be not detected or paths arriving with similar delay can’t be distinguished. Fast fading effects may cause level variations of the paths resulting for positions that are close together in one case the path is below the threshold and in the other case above the threshold. This may result that the number of detected paths is different. Assuming all detected paths are reported the number of paths reported may change, even if UEs are at similar position. 
· Path selection ambiguity: 
Assuming the number of paths to be reported shall be constant or a subset of the detected paths is reported only, the measurement unit must select the paths to be reported. The selection criteria may be implementation specific. Paths selected during the training may be different from paths reported for inference. Furthermore fast fading effects causing level variations may result in different selections for positions close to each other. 
Especially for InF-scenarios, where many clusters with similar delays may be received, a high selection ambiguity may result. 

The following figures give examples for the effects:
· Figure 7 includes a first example and gives an overview. The plot is generated using parameters inline with the evaluation scenario agreed for the performance evaluation (TR38.843) The example shows:
· True channel impulse response (“true Paths”) as generated by the model as defined by TR38.901, scenario InF_LOS. The model assumes 25 clusters.
· “Corr@FS” is the output of the correlator at the sampling period 8.14ns = 1/(4096×30kHz = 1/122.88MHz and a reference signal bandwidth of app. 100MHz
· “Corr upspl” depicts the correlation function with a higher sampling frequency derived from “Corr@FS” by “resampling”. 
· In the example we used the MUSIC algorithm to detect the paths. The detected paths are marked as “MUSIC-Path”. 
· “MUSIC-Rec”. From the detected paths the correlation function can be reconstructed (if the paths are reported as complex valued paths) using a superposition of SINC functions. 
· “Ideal-path Rec”: For comparison the reconstruction from an ideal path detector is given. This curve should be identical to “Corr upspl”
· For the example plot a “truncated CIR reporting” with 60 samples was used. The truncated CIR may not cover all paths of the true channel impulse response. 
· The X-axis of the plot is normalized to the time-of-arrival of the LOS path and the time difference of the other path is converted into a distance. 
[image: Ein Bild, das Text, Reihe, Screenshot, Diagramm enthält.
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[bookmark: _Ref165886603]Figure 7: Overview to the correlation function
· Figure 8 is a zoom of Figure 7. It can be observed:
· The peak positions do not represent the path-delays.
· Super resolution algorithms such as MUSIC can detect several paths with high accuracy (error typically <<1m). A path close to the LOS path can be separated from the LOS path, even if it is under the same “correlation lobe”.
· If the delay difference is low the algorithm may no longer able to distinguish the paths. An ambiguity (or uncertainty) which path delay is reported may result. 
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[bookmark: _Ref165888765]Figure 8: Zoom of Figure 7
· Figure 9 is an example for fast fading effects. The figure shows the correlation for a position with an offset of 25cm to the position used for Figure 7 and Figure 8. According to the position change the delays of the paths change slightly. Depending on the AoA of each path the shift is different for each path. For the TR38.901 model each path is a superposition of several “rays” (or subpath”) belonging to the same cluster. Small position changes can cause different phase relationship of the rays and the rays may add “constructive” (in-phase) or “destructive” (opposite phase). This may cause a fast variation of the sum. 
The fast fading effects may introduce an additional ambiguity. In the example one path is no-longer detected resulting in a different number of detected paths. 
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[bookmark: _Ref165889559]Figure 9: Correlation function for at position with 25cm distance to position as used for Figure 7 and Figure 8

In a second example we consider a NLOS scenario. For NLOS it may be important to detect the first arriving path (FAP). The data are generated with the TR38.901 model, scenario InF_NLOS. In the example several paths arrive with a similar delay. The figures show again the correlation function for two positions with 25cm distance. Fast fading effects may cause a high variation of the measured correlation function. In the example MUSIC detects the FAP only partly. If the FAP was not detected the first path had an additional delay equivalent to an additional path length of app. 2m. Other methods may be able to detect the FAP. In the example a simple rising-edge-based method  was able to detect the FAP. Accordingly, implementations may use several methods for the path detection which may provide different results.
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Figure 10: NLOS correlation examples and path detection using MUSIC. The two figures represent the correlations for two positions with a distance of 25cm. 


Observation 6:	Fast fading effects may cause that different paths are selected. This may result in an ambiguity of the reports related to UE positions close to each other. 

The figures above demonstrate also that a reconstruction of the correlation function with high resolution by resampling is equivalent to a reconstruction from an ideal path detection (curves “Corr upspl” and “Ideal-path Rec” are identical). Accordingly, no ambiguity is observed for (complex valued) sample based reporting.
Recovering the correlation function from the sample based reporting allows further processing within or before the AI/ML model. 
Observation 7:	For future (vendor-specific) models, preprocessing the reported data may prove beneficial, or alternatively, this task could be performed by the model itself. This can be supported if the loss introduced by the reporting process is minimized.
For a (nearly) lossless reconstruction (of the relevant parts) of the channel impulse response either an ideal path detection (and reporting with magnitude and phase reporting) or a complex valued sample based reporting is required. 

The issue regarding the criteria for reporting additional paths to resolve ambiguity has been discussed in Release 17 already. However, there was of consensus on how the additional paths should be determined, leaving reporting of additional paths ambiguous. For example, in the FL summary in R1-2112494 identified various criteria for the selection for additional paths. 
	Proposal 3.1-A during Release 17 in [3]:
For additional path reporting criteria support one of the following options: 
· Option 1: UE/TRP are configured with a power threshold for additional paths
· Option 2: UE/TRP have a power threshold which is fixed in specification for additional paths
· Option 3: UE/TRP reports at least the strongest path in addition to first path
· Option 4: UE/TRP report additional paths when uncertain that the first path is correct 
· Option 5: UE/TRP reports the strongest path and the N-2 paths between first and strongest paths, if first and strongest paths are same then first N paths
· Option 6: UE/TRP reports additional paths within a certain time span of the first path
· Option 7: Left to UE/TRP implementation. 



Observation 8:	Ambiguity for path based reporting may result from 
· Different path detection methods 
· Sensitivity (below or above a threshold) 
· Selection criteria if the number of detected paths are higher than the path to be reported

Furthermore, it is important to highlight that the performance evaluation within the SI was based on the sample-based reporting approach. Supporting a path-based reporting only may require a re-iteration of the performance results given in TR38.843.
	TR 38.843, V18.0.0, page 128
For evaluations, companies used the following values for sampling period:
-	16 Sources used the following sampling period:
-	Sampling period = 1/(Nf ×∆f). For FR1, sampling period = 1/(4096×30)=8.14 (ns), where Nf =4096 according to 38.211, and ∆f =30 kHz is the subcarrier spacing. 
-	1 Source used: sampling period = 4.069 ns



Observation 9:	Exclusively supporting path-based reporting necessitates a reiteration of the performance results presented in TR38.843, which were based on sample-based reporting.


Proposal 13: 	Consider a sample based approach for the new measurement report:
· Vector(s) of samples including the CIR or PDP 
· Time stamp of the first sample of the vector (or offset of the first sample of the relative to the reported ToA). 
· Sampling frequency used for the vector
· Opt 1: Sampling frequencies inline with the numerology are supported only. 
· Opt 2: The measurement unit may select the sampling frequency and reports the selected sampling frequency 

[bookmark: _Ref163123465][bookmark: _Ref163164130]Proposal 14:	Evaluate the loss introduced by path-based reporting taken into account state-of-the-art path detection algorithms. 


Information included in CIR (complex valued correlation function)
In this section, we discuss the necessity of complex-valued CIR reporting, following the discussions in RAN1#116 and RAN1#116b. The key aspects can be summarized in the following Table:
	Aspect
	Advantages
	Considerations

	Feasibility, 
Report 
generation
	The complex valued reporting allows a straight-forward implementation. Data without further processing are forwarded to the LMF. This avoids ambiguity issues and simplifies the definition of the related procedures. 
	Implementation and specification effort is considered. Definition of measurements without ambiguity may require a detailed specification of the procedures. .

	Feasibility, 
synchronization
	Complex valued reporting itself does not require additional synchronization effort. Phase difference between paths (example see below), reconstruction of the correlation function with high resolution works for un-synchronized networks also. 
If RSCPD (phase difference between TRPs) or RSCP (absolute phase) is derived from the data, the RSCPD and RSCP related requirements apply also to the complex valued CIR reporting. 
	Three levels  of synchronization are considered:
· Not synchronized
· Synchronization sufficient for TDOA measurements.
· Synchronization allows also RSCP or RSCPD measurements.


	Lossless Channel Information
	Performance gains were already demonstrated in SI evaluations. 
The lossless reporting allows future enhancements. 
	CIR representation shall enable accurate channel reconstruction of the relevant parts. FFS how to select/configure the relevant parts. 

	Data Lifetime
	Reporting without ambiguity avoids device specific collection of training data and avoids ambiguity between training and inference. 
	Optimize utilization of complex-valued CIR data to minimize the need for frequent retraining and data collection.

	Overhead 
	CIR reporting requires more data but reduces the need for additional training data from multiple sources. It also provides richer information, beneficial for bandwidth-limited applications.
	Potential reduction in overhead common to both CIR and PDP reporting. 
An optional complex reporting feature allows for omission if not substantial for certain applications

	Specification Impact
	Aligned with agreed delay magnitude reporting. Instead of triplets (delay, magnitude, phase) vectors of I and Q values are reported together with the used sampling period and the time stamp of the first sample. 
	Scenario specific CIR information or signaling should be down prioritized


Table 1 - Advantages and Considerations for CIR Reporting 

Feasibility:
There may be misconceptions regarding the reliance on resolving ambiguities through double differencing, it's essential to note that AI/ML approaches tailored for NLOS scenarios can effectively utilize complex-valued CIR information. The feasibility of CIR measurements in diverse scenarios is provided in in this contribution. A high level block diagram of the assumed measurement concept is depicted in Figure 3 (see chapter 3.1.2). Behavior in case of unsynchronized networks is discussed in chapter 5.3.

Necessity for Lossless Channel Information:
Performance evaluations conducted in the TR show already performance gains when applying CIR reporting compared to PDP. Further gains are expected for scenarios not covered by the evaluation assumptions as selected for the SI. However, beyond performance gains, obtaining lossless channel information is crucial, especially in bandwidth-limited applications. Complex-valued CIR data enables the preservation of critical channel characteristics, ensuring accurate system modeling and performance optimization. If the relevant parts of the CIR are reported the channel characteristics can be reconstructed from the reports with sufficient accuracy including the frequency domain representation of the channel characteristics and offers therefore a high flexibility for the implementation. 

Impact on Data Lifetime:
Training data for positioning applications represent a significant investment. Redoing training sessions over extended time intervals not only incurs additional costs but also introduces inconsistencies and inefficiencies. If Rel-19 oversee the advantage of preserving data lifetime, emphasizing the importance of utilizing complex-valued CIR data to minimize the need for frequent retraining and data collection efforts.

Overhead Data Management:
The CIR information logically means that additional information should be provided. Despite the low overhead, the concerns regarding overhead data associated with CIR reporting are mitigated by the potential reduction in overhead common to both CIR and PDP reporting. 
Moreover, the complex reporting can be an optional feature not which allows for its omission if the gain versus overhead is not substantial for certain applications. 

Specification Impact:
Inline with the model input as used for the SI the existing (Rel 18) reporting is considered as not sufficient. The CIR reporting is aligned with the agreed delay magnitude reporting. Refinement of the related protocol is on-going. Beside reporting of triplets (delay, magnitude, phase or delay, I and Q value) other reporting formats (e.g. reporting of sampling period (1 value), time stamp of the first sample and two vectors with I and Q samples (or magnitude and phase) may be worthwhile. Beyond this aligned path, delay, and phase reporting, special aspects of CIR reporting can be down-prioritized. 

To provide detailed examples, we identified the following AI/ML scenarios that utilize phase information as input:
· Scenario 1: Improved CIR Reconstruction for AI/ML assisted Channel Estimation
As described above a better reconstruction of the underlying true CIR becomes feasible. This may enable alternative channel estimation algorithms such as MUSIC, for example.
· Scenario 2: AI/ML Multipath Assisted Tracking 
AI/ML  models can make use of phase measurements to detect changes in distance, which enables the estimation of velocity.  AI/ML can make use of the phase difference information of the LOS as well as multipath information. 
· Scenario 3: Path Characterization and Phase Relationship Analysis 
Characterization of path characteristics and the phase relationship between different paths.  The complex-valued CIR includes a more comprehensive understanding of multipath effects. AI/ML techniques can make use of this additional information to better estimate the LOS/NLOS state or identify channel effects like near reflections.
· Scenario 4: Phase-Based High-Resolution Positioning Algorithm 
AI/ML-enhanced algorithm utilizes phase information from multipath signals to achieve high-resolution positioning and overcome limitations of conventional method. 

When considering for example scenario 3, the detection of the change of the phase relationship between two paths allows, for example, the estimation of movements. Figure 11 and Figure 12 depicts the correlation function of 3 closely spaced positions (distance between two positions is just 1 millimeter). Additional details on this evaluation scenario are provided in the annex. 
· As expected the magnitude is nearly identical. Fast fading effects cause a minor variation of the path power only. 
· The I/Q diagram demonstrates the change of the phase of a second path is different to the phase change of the first arriving path (FAP). To highlight the different behavior the correlations are normalized to the phase of the first position.
[image: Ein Bild, das Text, Diagramm, Reihe, Zahl enthält.

Automatisch generierte Beschreibung]
[bookmark: _Ref163159882]Figure 11: Correlation functions for 3 closely spaced positions: Magnitude
[image: Ein Bild, das Diagramm, Text, Reihe, Screenshot enthält.
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[bookmark: _Ref163159626]Figure 12: Correlation functions for 3 closely spaced positions: I/Q diagram, with phase alignment to FAP.

Based on the above example, it becomes clear that utilizing phase information by the AI/ML model in identifying path characteristics can be straightforward.

Observation 10:	Especially for moving devices the phase provides valuable additional information to the AI/ML model. Examples are: 
- Identifying path characteristics 
- Estimation of the velocity 
- Phase assisted UE tracking

[bookmark: _Ref166149204]Phase Information: Impact of frequency offsets and phase noise
The impact of frequency offset and phase noise is most noticeable in scenarios 2 and 4, whereas it is minimal in scenarios 1 and 3. In scenarios where phase-based (absolute) positioning algorithms are utilized, challenges such as phase ambiguity and frequency offset arise. However, the effects of frequency offset can be mitigated by incorporating either the phase difference itself or the change in phase difference as additional information. The difference can be calculated by the measurement unit or at the input of the AI/ML model or by the AI/ML model itself. 

The first aspect of our evaluation focuses on the impact of frequency offset between UE and the TRPs. Using the same scenario and method as depicted in Figure 12, we compare the CIR applied to a signal without or with compensated frequency offset in Figure 13. Detailed analysis of the impact of frequency offset and compensation its impact is provided in the annex for further reference.
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	No frequency offset
	Very high frequency offset


[bookmark: _Ref163161765]Figure 13: Impact of frequency offset

Moving on to another important consideration, the phase difference of arrival is equivalent to a ToA difference with an ambiguity according to the wavelength of the signal. Evaluating the phase difference CHANGE between two consecutive measurements allows the detection of small (< wavelength/2) position changes. The related phase difference change for successive measurements can be used to detect this position change with high accuracy and low latency. The underlying phase information may be also useful for AI/ML based positioning methods.

Observation 11:	The phase relationship between the paths and the CHANGE of the phase relationship caused by movements is maintained in case of frequency offsets. This phase information may be used for the characterization of the path (e.g. specular or diffuse reflection) or for the detection of movements. 

Observation 12:	At least for selected application examples the effects resulting from frequency offset are not relevant or can be cancelled out enabling the use of phase (or phase difference) information as additional input to the AI/ML model. 

In line with the potential enhancements and applicability scenarios, and to prevent the loss of valuable information that could benefit future AI/ML models, it's crucial not to omit phase information in the reports. Therefore, we propose:
Inline with the above observations and discussion we propose:
Proposal 14: 	Support a complex valued sample-based reporting offering:
· lossless reporting of the channel impulse response
· Supporting future enhancements of the AI/ML model 
Note: Phase information can be derived from the complex valued samples. A dedicated phase reporting is not required. 

[bookmark: _Ref163164169]Reduction of the reporting complexity
In [2], it was observed that reporting of the CIR (complex valued reporting) may generate a higher traffic compared to PDP or DP reporting. The reporting complexity can be significantly reduced by reporting the relevant part of the vector only. In the simplest case the first arrival path is detected and only samples around this path are reported (“truncation”). 
As an example (Figure 14), we pick 13 samples out of the CIR and report these values only. Taking into account the signal characteristics of the reference signal (bandwidth, used SC, etc.) the relevant parts of the CIR may be reconstructed just from this subset. Figure 14 depicts the example.
[bookmark: _Ref158888089][image: Ein Bild, das Text, Screenshot, Diagramm, Reihe enthält.
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[bookmark: _Ref158907742]Figure 14: Truncated CIR reporting and reconstructed CIR 

In Figure 15 the (magnitude of the) CIR reconstructed from the 13 samples is compared to the full (re-sampled) CIR and the reconstructed (magnitude of the) CIR in case of “magnitude only” (without truncation) reporting. It is observed that for the part covered by the “truncated CIR” can be reconstructed with minor degradation compared to the full reporting, whereas for the reconstruction from the “magnitude only” reporting a significant difference to the real lope shape is observed. Further studies (not subject of this contribution) showed that different ToA estimation algorithms, including algorithms using the frequency domain signal as input such as MUSIC, for example, still provide good accuracy with this subset. 

[image: Ein Bild, das Text, Reihe, Diagramm, Screenshot enthält.
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[bookmark: _Ref158389963]Figure 15: Comparison of full reporting and truncated CIR reporting

It may be worthwhile to make the reporting length configurable. Alternatively, the measurement unit can select the reporting length (and/or the relevant parts of the CIR) according to the estimated CIR. 
We performed a statistical analysis of the reconstruction error versus the reporting length. A reconstruction of the complex valued CIR is not possible for magnitude reporting. Accordingly, we calculated the reconstruction error for the magnitude of the CIR only. The reconstruction error is the difference between interpolated CIR using a high vector length as input and the CIR reconstructed from the truncated CIR. The error is normalized to the power. The reconstruction error was calculated in a window length according to the reporting length. The minimum window size was set to 6 samples around the estimated first arriving path (FAP). 

Figure 16 compares the reconstruction error for I/Q reporting and magnitude only reporting versus reporting window length. The figure is based on the following assumption: 
· AI/ML models may estimate the ToA with high accuracy (resolution << 1/fS). In this case the lope around the estimated first arriving path (FAP) should be reported with sufficient accuracy. Accordingly, a reconstruction of the CIR around the FAP should be feasible. In the figure the reconstruction error of the CIR is calculated for a length equivalent to 6 samples (window length 97.66ns for fS = 61.44MHz as used for the example, equivalent to app. 30m) even if the reporting length is shorter. The window length also defines the required accuracy of the initial estimation of the FAP. 
· The reporting of other path may depend on the application or the detected PDP (power delay profile). This may be configurable or derived from the detected PDP characteristics. 
· The reconstruction error was measured in the CIR part of interest, wherein the part of interest is the window length minus 2 samples or at least 6 samples.   

[image: Ein Bild, das Text, Diagramm, Reihe, Zahl enthält.
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[bookmark: _Ref158902750]Figure 16: Reconstruction error for different reporting length


Observation 13: 	For CIR reporting the part of interest can be reconstructed with high accuracy if the reporting window length covers the part of interest plus 2 samples. 

Observation 14: 	For PDP reporting the reconstruction error is much higher than for CIR reporting. This may limit the performance of algorithms/models targeting high accuracy.   

In the evaluations performed within the SI a vector length of 128 or 256 was used, for example. Compared to this vector length the “truncated CIR reporting” may significantly reduce the reporting complexity (in the example by the factor 10 or more). 

Observation 15: 	Using truncated CIR reporting significantly reduces the reporting complexity. This may have no or a minor impact to the model design. The model inference input can be reconstructed from the truncated CIR.  

Proposal 15: 	Support truncated CIR reporting, wherein the report may include
· (Short) vector of complex samples 
· Time stamp of the first sample of the vector
· Applied sampling frequency
·  Estimated delay of the first path or N-paths relative to the time stamp of the first sample (this may allow to convert the report directly into a RSTD report). 
Segmentation of CIR
The truncated CIR reporting applies mainly to scenarios with low and medium delay spread or positioning methods focusing on the first arriving paths. The length of the reporting window may be selected according to the delay spread. To avoid high window length in case of late arriving paths additional segments of the CIR may be reported by “segmentation”. Instead of estimating the delay of the path a few samples around the estimated path delay can be reported. Reporting a few samples around the detected path includes information on the shape of the lobe and may allow the characterization of the path (specular reflection, diffuse reflection, distributed cluster (large objects), etc.). The model may benefit from this additional input especially for applications tracking the positions of UEs.
[bookmark: _Ref83033072][bookmark: _Ref101720193][image: Ein Bild, das Text, Reihe, Diagramm, Schrift enthält.
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[bookmark: _Ref159235900]Figure 17 : InF-LOS CIR generated with ray-tracing

The principle of the segmentation is depicted in Figure 17. In this example we define Segment 1 for the early clusters and Segment 2 for the late clusters. Depending on the channel characteristics, later reflections with varying power levels and K-factors might be evident in other CIR examples. For Segment 1, data surrounding the earliest arrivals is of significance. These early cluster may result from single bounce reflections at near objects and may have different characteristics (e.g., specular reflection) than late arriving clusters which may undergo several reflections and may typically include several sub-paths, which can’t be distinguished. With accurate information on selected segments, the LMF can precisely reconstruct this portion of the CIR. By reporting complex-valued samples (or magnitude and phase), a full CIR reconstruction becomes feasible, ensuring acceptable accuracy including interpolating. This enables different pre-processing or post-processing methods inside the LMF. An example is the analysis of the phase relationship of paths, which may allow to detect the AoA, moving direction or type of cluster (specular reflection or diffuse scatterer). Also, LOS/NLOS detection methods may perform better with complex valued data. As for Segment 2, Power Delay Profile (PDP) details on distinct paths— as identified by the receiver— might be sufficient for certain applications. 

Proposal 16: 	Support segmented CIR reporting, wherein for each segment the following data are reported
· Offset of the segment relative to the first segment 
· Number of samples used for the segment 
· Vector including I/Q values (or magnitude and phase) of the CIR within the segment 
Proposal 17: 	Consider multiple reporting configurations that emphasize CIR/PDP information depending on the varied applications, channel conditions or requirements.


Conclusion 
Based on the discussion in the document, regarding UL SRS enhancements, the following proposal is presented:
Proposal 1: 	Consider multi-port UL SRS support for AI/ML positioning.

Regarding model monitoring, the subsequent proposals are suggested:
Proposal 2: 	Support UE-sided models to inform the network on the monitoring event that triggered a request to switch functionality or an update of the supported functionalities.

Proposal 5: 	Consider refining existing measurements over introducing entirely new measurements to support AI/ML assisted positioning for cases 2a and 3a.

Proposal 6: 	Consider a sequential monitoring process: upon identifying of a potential issue through early metrics, activate a broader set of monitoring metrics to confirm the presence of the issue.

Proposal 7: 	For functionality/model monitoring, support diverse monitoring configurations encompassing:
· Offering options for event-based or scheduled monitoring in different time intervals, with the flexibility to adjust the monitoring frequency.
· Providing customization for reporting detail, notifying monitoring entity on the level of detail in monitoring reports.
· Supporting different methods of generating ground truth labels for monitoring purposes, with varying quality of labels.


Additionally, we have proposed solutions for Functionality/model management:
Proposal 3: 	In Case 1, the NW configures several functionalities at the UE and provides a configuration for functionality switching and fallback, depending on specific parameters or thresholds. The configuration is updated on demand, based on dynamic radio conditions and UE capability.
Proposal 8: 	For all positioning use cases, functionality management is provided by the NW (LMF).

Proposal 9: 	In functionality-based LCM, UE/gNB provides an expected performance vs cost/overhead information to the LMF that is associated with a functionality or model. The cost/overhead information includes: 
· information on (logical or physical) model properties, such as size, computational complexity or power consumption
· availability of the physical model on the device 
· latency for activating functionality or model.

Proposal 10: 	Support monitoring the events resulting from functionality/model management decisions (fallback or (de)activation/switching) for a pre-defined time window.

Proposal 11: 	Support a monitoring report including the outcome (performance, overhead/cost, robustness, etc.) of functionality or model management decisions when required. 

Proposal 12: 	Support validity indication for the AI/ML models. The indication shall include at least information about the existence of ML assisted areas. 

Furthermore, we have following proposals for measurements and signaling enhancements:
Proposal 4: 	Define new measurement, including sample-based time domain CIR to provide model input for cases 2b and 3b.  
Proposal 5: 	Consider refining existing measurements over introducing entirely new measurements to support AI/ML assisted positioning.

Proposal 13: 	Consider a sample based approach for the new measurement report:
· Vector(s) of samples including the CIR or PDP 
· Time stamp of the first sample of the vector (or offset of the first sample of the relative to the reported ToA). 
· Sampling frequency used for the vector
· Opt 1: Sampling frequencies inline with the numerology are supported only. 
· Opt 2: The measurement unit may select the sampling frequency and reports the selected sampling frequency 
Proposal 14: 	Support a complex valued sample-based reporting offering:
· lossless reporting of the channel impulse response
· Supporting future enhancements of the AI/ML model 
Note: Phase information can be derived from the complex valued samples. A dedicated phase reporting is not required. 

Proposal 15: 	Support truncated CIR reporting, wherein the report may include
· (Short) vector of complex samples 
· Time stamp of the first sample of the vector
· Applied sampling frequency
·  Estimated delay of the first path or N-paths relative to the time stamp of the first sample (this may allow to convert the report directly into a RSTD report). 
Proposal 16: 	Support segmented CIR reporting, wherein for each segment the following data are reported
· Offset of the segment relative to the first segment 
· Number of samples used for the segment 
· Vector including I/Q values (or magnitude and phase) of the CIR within the segment 
Proposal 17: 	Consider multiple reporting configurations that emphasize CIR/PDP information depending on the varied applications, channel conditions or requirements.
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Annex
[bookmark: _Ref163163728]Detection of movements using the phase
The use of the phase of the LOS path is mainly considered in the context of CPP (Carrier phase based positioning). AI/ML models may also incorporate the phase of multipath components. Real-world models may consider moving devices and are able to derive further information from a sequence of measurements. A simple example to demonstrate the information included in the phase is given in Figure 16. 
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[bookmark: _Ref163071452]Figure 18: Evaluation scenario for phase information in multipath components (R1-2305214)

The evaluation scenario includes:
· The UE is moving in a multipath environment. In the simulation we used a short track to demonstrate the high sensitivity of the phase-based methods. Position changes in the range of millimeter can be detected. 
· For the multipath environment we assume
· Reflections on walls (modelled by a deterministic placement of the scattering clusters) 
· Ground reflections as described on TR38.901
· Other multipath components (random positions of the related scattering clusters using the methods described in TR38.901). 
The characteristics of the expected CIR are depicted in Figure 19 and Figure 20. Depending on the AoA relative to the movement direction the phase may change clockwise (distance is reduced) or counter-clockwise (distance is increased). 
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[bookmark: _Ref101783740]Figure 19: CIR example for scenario given in Figure 18
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[bookmark: _Ref101783913]Figure 20: I/Q diagram of complex valued CIR (3 taps only)

Taking into account the limited bandwidth it may be difficult (or not possible) to distinguish between path arriving with a low delay difference. An example of the bandwidth limited CIR is depicted in the following figures. Instead of the (discrete) paths of the CIR the cyclic correlation function defined by 
	 )
With 
		correlation function in the time (delay) domain 
		received signal in the frequency domain (OFDM demodulator output)
		transmitted reference signal (SRS or DL-PRS) in the frequency domain 
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Figure 21: Correlation function for 3 positions – Magnitude vs delay 

[image: Ein Bild, das Werkzeug, Screenshot enthält.
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Figure 22: Correlation function for 3 positions - I/Q diagram

In the example we assume a movement by 1 millimeter per position. The distance of 1 millimeter is equivalent to a velocity of 0.1m/s and a measurement every 10ms. According to the small distance between positions a minor change in the magnitude of the correlation function is expected. In the I/Q diagram the different behavior of the different paths can be observed. If the correlation function is aligned to the phase of the first detected path (FAP) the change of the correlation function can be better highlighted. For the example this is depicted in Figure 23
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[bookmark: _Ref163076110]Figure 23: Correlation function for 3 positions - I/Q diagram with phase alignment to FAP
Impact of frequency offsets
If the UE and the network are not synchronized an additional phase rotation between subsequent measurements will result. The resulting effects can be canceled out. In chapter 5.2 we give an example for the application “Detection of the path characteristics”. The preferred method may depend on the application and may be not in the scope of the standard.  
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	(a)
	(b)
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	(c)
	(d)


[bookmark: _Ref163118902]Figure 24: Common phase rotation caused by frequency offsets

Figure 24 shows the impact of the frequency offset.
(a) No frequency offset. The rotation of the correlation function depends on the movement only
(b) A very small (-2.6Hz, equivalent to -0.00065ppm @ 4GHz) frequency offset is assumed. The additional phase rotation is in the same order of magnitude as the phase rotation resulting from the movement.
(c) A moderate frequency offset (-94Hz, -0.024ppm @ 4GHz) is assumed. For the example a measurement every 10ms is assumed. -94Hz results in a phase rotation of 338 degree between two measurements. An ambiguity for the detection of the phase rotation may result.
(d) Very high frequency offset (-5438Hz, -1.36ppm @ 4GHz, 18% of the subcarrier spacing of 30kHz). The phase rotation between two measurements covers several 360degree periods. 
For the separation of the phase rotation caused by frequency offsets and movement the same method as in Figure 23 can be applied. The correlation functions of subsequent measurements are aligned to the phase of the FAP of the first measurement. It can be observed that the phase rotation resulting from the frequency offset can be canceled out and the (relative) path characteristics can be still detected.
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	(a) No frequency offset (same as Figure 23) 
	(b) Very low frequency offset

	[image: Ein Bild, das Diagramm, Reihe, Text, Screenshot enthält.

Automatisch generierte Beschreibung]
	[image: Ein Bild, das Werkzeug, Text, Diagramm, Screenshot enthält.

Automatisch generierte Beschreibung]

	(c) Moderate frequency offset
	(d) High frequency offset


Figure 25: Compensation of frequency offset effects 
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