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Introduction
General aspects of AI life cycle management are identified for further study in R19 [1]. 
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 












In this paper, we discuss the related aspects.  
Discussion
Model identification.  
In RAN1 116, the discussion was mainly focused on the necessity of model identification. Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded












MI-option 2 is mainly used for CSI compression with training collaboration type 3, where the training dataset for the sequential training needs to be delivered from the first training entity to the second training entity. The dataset ID can be used as model ID for CSI compression inference signaling. 

MI-option 3 is mainly used for CSI compression with training collaboration type 1, where the model is trained at one entity and delivered to another entity for inferencing.  

For MI-option 1, this can be used in one sided model to handle NW side additional condition. In RAN1 #116bis meeting, the following agreement on MI-option 1 was captured.   
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.































In the example, there are a few FFS to be further clarified.   On the relationship between model ID and the associated ID, Alt 3 should be the most straightforward solution. 

For Alt 1, where NW assigns a model ID to the UE side model, the goal is to enable NW control which AI model that UE should use during inferencing. However, since this is UE sided model, how UE implement the AI model is UE’s proprietary information, and NW does not have the information on the detailed model, therefore NW control which physical AI model runs at the UE is not feasible.  

For Alt 2, UE assigns/report model ID. Since the main purpose is to align NW side additional condition for UE side model, we do not see any motivation for UE to assign a model ID that is different from the association ID, with additional signaling complexity of letting gNB know how the model ID is mapped to the association ID. 

On how to report, in R18 study, RAN2 already discussed this issue and concluded that both proactive and reactive report will be studied and specified in WI phase. 

Proposal 1: In MI-option 1, the associated ID(s) is assumed as model ID(s).  

Proposal 2: It is up to RAN2 to define the “proactive” and “reactive” UE reporting to align the applicability condition between UE and NW. The same procedure can be used as model identification type B1/B2.   

UE side training data collection  
Data collection for UE-side model training framework was discussed in RAN2 and the following summary was captured in TR. 7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a)	OTT (TRansparent)
1b)	OTT (non-TRansparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.








Offline training is considered in R18 SI and R19. In [3], RAN1 analyzed the requirement of UE side training data collection for each of the use cases including CSI compression, CSI prediction, BM and positioning. The latency requirement for all use cases is “relaxed”. The data sample size can be up to 1.5Mbits per training sample for CSI prediction, and the UE can aggregate multiple samples before transmitting to the OTT server due to relaxed latency requirement. Therefore, the overall data file size can be quite big. 
The training dataset is transmitted to the OTT server for offline training. Currently, option 1-1a is used in industry. From RAN1 perspective, there is no additional requirement identified for other types of enhancement.   
Proposal 3: From RAN1 perspective, option 1-1a is sufficient and no additional requirement is identified to enhance data collection for UE side model training.  
Model transfer
Model transfer was extensively discussed throughout the entire R18 study. Different sub-types of model delivery and transfer cases z1 to z5 are defined, and potential advantages and drawbacks from the UE perspective and the NW perspective are captured in section 4.3 of TR 38.843. 

In RAN1 116 and RAN1 116bis, model transfer case z5 and z3 are deprioritized. Model transfer case z2 are deprioritized for UE side model. 
Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 










Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network











For case z1, comparing to case y where the UE side model is stored outside of 3GPP network, the main benefit is lower latency for model delivery. However, the drawback includes the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, and burden on model maintenance/storage on network side.

For case z4, the main use case is CSI compression training collaboration type 1 at UW side training. Case z2 with NW side training can also be used for UE part of two-sided model, where the model trained at the NW side is sent to UE side for further optimization and compiling, before delivered to the NW.  Pros and Cons of training collaboration type 1 were captured in Table 5.1-1 of TR 38.843.   

Other than CSI compression training collaboration type 1, no other model transfer use cases was captured in TR 38.843. As CSI compression is under further investigation, including training collaboration types, the necessity of model transfer can be further discussed after CSI compression use case is concluded. 


Observation 1: Standardized model transfer solution for case z1 for UE side model has the following pros/cons:
Pros: lower latency for model delivery. 
Cons: 
· The burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network 
· The burden of model maintenance/storage on network side.
  

Proposal 4: The necessity of standardized model transfer solution for case z2 and z4 can be further discussed after CSI compression use case is concluded.  



Conclusion
In this contribution, we discussed aspects on R19 AI based enhancement SI and WI scope. Based on the discussion, the following proposals have been proposed.
Proposal 1: In MI-option 1, the associated ID(s) is assumed as model ID(s).  

Proposal 2: It is up to RAN2 to define the “proactive” and “reactive” UE reporting to align the applicability condition between UE and NW. The same procedure can be used as model identification type B1/B2.   

Proposal 3: From RAN1 perspective, option 1-1a is sufficient and no additional requirement is identified to enhance data collection for UE side model training.  
Observation 1: Standardized model transfer solution for case z1 for UE side model has the following pros/cons:
Pros: lower latency for model delivery. 
Cons: 
· The burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network. 
· The burden of model maintenance/storage on network side.
  

Proposal 4: The necessity of standardized model transfer solution for case z2 and z4 can be further discussed after CSI compression use case is concluded.  
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