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Introduction
In the approved WID [1]( RP-234039), the following objective are included:
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



Thus, in the contribution, the important specification support related issues are discussed to facilitate the AI/ML based positioning accuracy enhancement.
Case Prioritization
As shown in the WID content, there are two priorities settle for the 5 cases we defined in study item phase. In the first priority cases, where each entity (UE/gNB/LMF) take one case when the model is deployed. We understand the logic of having such prioritization is to have some balance between the topic coverage and work load. However, there was lots of the discussion on last meeting on how to handle the prioritized cases. 
Table 1- Case Prioritization
	Case 
	Positioning type
	Model entity
	AI/ML for Pos type 

	1 (1st priority)
	UE-based positioning
	UE-side model
	Direct[/assisted]

	2a
	UE-assisted/LMF-based positioning
	UE-side model
	assisted

	2b
	UE-assisted/LMF-based positioning
	LMF-side model
	Direct

	3a (1st priority)
	NG-RAN node assisted positioning
	gNB-side model
	assisted

	3b (1st priority)
	NG-RAN node assisted positioning
	LMF-side model
	Direct



From our preference, all the 5 uses cases are actually important and did not have prioritization in RAN1. So we think by default, the design aspects on the second prioritized issue could be discussed, but might spend less effort on specific design for these cases, which means, common design for second prioritized cases with prioritized cases are pursued. 
Proposal 1. [bookmark: _Hlk158121654]second prioritized cases strive to have common design with first prioritized cases.
Discussion for AI/ML based positioning
Based on the report of the study item outcome, many spec impact on supporting the AI/ML based positioning is identified, especially for the LCM operations. In the following sections, the important aspects as we can see for supporting such feature are discussed.
General Procedure 
For all five cases, although there could be difference on the entity where AI/ML model is deployed, the general procedure to facilitate the AI/ML based positioning method could be shared.  
Table 2 – AI/ML based Pos on each side
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	UE side model 
	TRP(gNB) side model
	LMF side model

	Case 1,2a
	Case 3a
	Case 2b,3b


From our understanding, such general procedure should include following operations:
· Triggering of using AI/ML based positioning: by this step, the entity determines to use AI/ML based method for positioning, in stead of using other methods
· Model Determination/Selection: by this, the entity determines which AI/ML model to be used for the positioning purpose
· Data collection: this could contribute to multiple purpose, including model training, inference, monitoring, and/or finetuning;
· Model inference: with obtained model input, the entity could generate the model output
· Performance/model monitoring: the entity needs to keep tracking whether the current model is working properly, if not, some necessary operation is needed.
Then in the following, the above operations will be discussed with potential spec impact to support them.  
AI/ML based Positioning Triggering
As studied during the SI phase, the attractive application of the AI/ML model is motivated by the NLoS heavy scenarios, where the legacy RAT-dependent positioning method cannot work well.  Although by method perspective, there is no restrictions on using AI/ML based method for positioning on a particular situation, there should be some division on when the AI/ML based method is more preferable or the legacy method is so. When facing the positioning request from service, there should be a decision being made for the method selection, also meaning, the trigger condition of using AI/ML based positioning is satisfied or not. On top of the applicable conditions, the requirement on the AI/ML model could be another factor to impact whether the AI/ML is actually able to be used, e.g., an AI/ML model may require certain air interface resource to obtain the measurement/assistance information to facilitate the model operation, or certain computation/storage/power/processing time requirement is needed. 
In summary, there could be triggers to enable the usage of AI/ML method, such trigger event may include the AI/ML model applicable conditions or the environment(channel) applicable conditions.
Proposal 2. [bookmark: _Hlk158121646]RAN1 considers the trigger conditions for enabling AI/ML based method for positioning, including potential model applicable conditions or the environment(channel) applicable conditions.
Model Determination/Selection
Once the entity (no matter it is UE/TRP/LMF) is determined to use AI/ML based method, the next question is which AI/ML model is to be used. Note here, we are trying to distinguish the Model identification, in which how a model is defined from 3GPP perspective. While for this step, we are to achieve a purpose that the involving entity (especially the entity where the model is deployed) could determine which model it will use.
For this model establishment, there could be two types of questions to discuss:
1. Which entity is to determine the model?
2. What are the criteria to determine the model?
Regarding first question, it will be related to where the AI/ML model is located (note that we only consider the single-side model here)
Table 3- possible entities to determine which model to use
	Model located entity
	Which entity is to determine the model?

	UE side
	· UE only
· UE with assisted by network (TRP/LMF)
· TRP/LMF decides and indicates to UE

	TRP side
	· TRP only
· TRP with assisted by LMF/UE
· LMF decides and indicates to TRP
· UE decides and indicates to TRP

	LMF side
	· LMF only
· LMF with assisted by TRP/UE
· TRP/UE decides and indicates to LMF


 As we can see from table 2, for the entity where the model is located, it can determine/decide the model to be used. On top of that, 
· For UE side model, in general the network may have some assistance or even control on the used AI/ML model. Such assistance or control could be explicit or implicit, in which the explicit manner is to decides the model and indicate to UE while the implicit manner is to configure certain criteria or feedback certain applicable conditions to UE. The UE can decide which model to use among the models which satisfy the criteria or applicable conditions.
· For TRP side model, it’s allowed the LMF to decide the model used at the TRP. And both LMF/UE can provide certain assistance information for TRP to choose on the utilized model. While UE is not allowed to decide for TRP since the UE may be lack of full picture of the whole network situation. 
· For LMF side model, it could additionally use assistance information from TPR/UE to determine the model in use. The TRP and UE are not allowed to decide for LMF.

Proposal 3. [bookmark: _Hlk158121639]in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.

Regarding the second question, on what the criteria is to determine the AI/ML model. In case of the AI model deployed entity to decide only, such criteria could be implementation issue thus not specified. While on other case, two types of specification efforts could be pursued:
Table 4 – model determination
	Type 
	Necessary spec impacts

	Type 1: entity A decides for entity B
	· The indication of the decision on model (align with the model identification outcome if any)

	Type 2: entity A assists to entity B
	· The indication of criteria, which may include certain measurement related threshold, or model applicable conditions
· The indication of assistance information, which may include certain measurement related report/feedback, model applicable condition


Proposal 4. [bookmark: _Hlk158121631]RAN1 supports the indication of determined model from one entity to another entity
Proposal 5. RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity
Data Collection
  Data collection is one important operation which can facilitate many LCM functions, including model training, inference, monitoring and finetuning. There are several aspects on such operation to be discussed including the data content, data generation entity, generated data signalling and general data characteristics.
Data content 
In this section, the data content related aspects are discussed. One important principle is that the input data needed for a model could be transparent to 3GPP specification, more effort should be spent on the ones have real spec impact. 
Input data related
During the SI phase of the AI/ML for positioning, many simulations from companies are using the CIR/PDP/DP as the model input data. A few certain post-processing methods are applied to further reduce the overhead for potential reporting, e.g., down sampling, feature extraction.  
Last meeting, we have following agreement
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.



In the agreement, the timing information and/or the power information are at least supported. More interestingly, the type (b) provides the possibility to jointly process the power and timing information. There are a few sub-options for the pared time/power information, like following:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value 
The sub option (b-1) is simple in building the relation between timing and pairing, but has no reduction on the overhead of reporting. As clearly shown in the SI simulation, if we only rely on down sampling for the overhead reduction, the performance will be highly dependent on the size. If the remaining size is large, like 128/64, the performance degradation is not much but the overhead is still a lot. But if the remaining size is small, like the 16/8, the performance degradation is huge even though the overhead is reduced a lot. In sub option (b-2), it will involve the calculation of such joint value, which we don’t need to specify/fixed the calculation method in RAN1 but need to associated the calculation in model definition/identification. For example, the calculation of the joint value based on the measurement could be carried in the assistant information and the necessary entity knows how to calculate and report it. Then related to effect of sub option (b-2), it can achieve the great reduction of overhead as well as keeping the positioning accuracy, the burden is on the value calculation. But as we just explained, such burden could be alleviated by carrying methods in the assistant information to facilitate the calculation. 
Proposal 6.  For paired timing information and power information, following two types are considered:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value and reporting

Measurement to derive data
Measurement for model input and output
In last meeting, there are a few agreements/working assumptions are made for measurement for model input and output, especially for training data collection. More importantly, there are still several FFS points to be discussed in these agreements and working assumptions like following:
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement





Detailed definition of channel measurement
During the discussion, some company mentioned that here the channel measurement has not specific limitation on what the measurement is, which is the exactly concern from us, from the whole SI, the most simulation work is using full size channel measurement (e.g., 256 long) and the observation to claim the important gain comparing the legacy RAT-dependent positioning method is also based on such simulation assumptions. RAN1 did simulate on the truncated channel measurement (e.g., smaller size of CIR/PDP/DP), but when the size goes down, the performance loss will be much more serious. From our simulation, which we used feature extraction to keep the channel properties and also reduce the size of the input data size, we can achieve the overhead reduction and no performance loss. 
Now come to “the collected data sample” in the above agreement, if the intention is ask a node to collect or potential signalling or store a full size channel measurement, it will be unacceptable, which consumes large overhead for collection or potential signalling, and also large storage consumption will be needed. Let Ntrp, Nue, Nt, Nantenna, Nbit denote the number of TRPs, the number of UE, the number of samples per link and the number of bits for one sample, respectively. Then one dataset is (Nt*Nantenna*Nbit) and total cost of all dataset becomes (Ntrp*Nue*Nt*Nantenna*Nbit). For example, in typical simulation assumption from SI, the Ntrp=18, Nue=20000, Nt=256, Nantenna=4 and consider Nbit=8; then the one data set already consumes around 8K bits and total cost could be more than 29 billion bits!
	In that sense, the processed the channel measurement instead of the raw channel measurement (or full size channel measurement) should be considered for collected data sample. For now, we are open consider both truncated channel measurement and feature extracted channel measurement as the channel measurement in the collected data sample, even though the truncated channel measurement did not show very promising performance before.
Observation 1. full-size (or raw) channel measurement is not suitable for collected data sample.
Proposal 7. both truncated channel measurement and feature extracted channel measurement can be considered as candidate for the channel measurement in the collected data sample.


	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



Label generating entity for case 3b
As discussed in last meeting, some company claims the FFS part, i.e., Non-PRU UE with estimated location, has been excluded from being the label generating entity for case 3b in the TR. However, what TR has been capture is following:
	Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground truth label are identified:
-	UE with estimated/known location generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	Note: user data privacy needs to be preserved



In the TR, the usage of non-PRU UE with estimated location is said for at least for case 1 and 2a, it does not actually exclude other case, only RAN1 did not go to that far at that time. With one example, for case 2b, which is also not in the first part for UE with estimated location, but we also agree that for case 2b in last meeting. 
	Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



So only thing is whether is feasible to make “Non-PRU UE with estimated location” as label generator for case 3b, actually is quite similar to case 2b, which is also LMF side model and direct positioning. It could be the case that, a UE transmits SRS for gNB to measure and get the estimated location in a requested service, then it’s surely feasible for such UE to provide the corresponding estimated location together with corresponding UL measurement for the gNB to LMF, which LMF can know these are corresponding measurement and location estimation. Anyway the transfer is not decided by RAN1 and it has not been finalized yet. So for now, it’s feasible to support Non-PRU UE with estimated location for case 3b. 
Proposal 8. For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by non-PRU UE with estimated location.

Sample based or path based
There was a possible debating on the time related measurements to derive the input
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


Simply the alternative (a) is strictly following the sampling of the entity but (b) can allow some further enhancement like over sampling. For these aspects to be studied, 
· Tradeoff of positioning accuracy and signaling overhead  general speaking, (b) can have better accuracy than (a) since finer granularity could be achieved. But intuitively, (b) will impose larger overhead since more information is needed for understanding the path-based measurement. If the path-base measurements are can be still regular fractions of one sample duration, there is still way to limit the overhead increase. 
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values.  of course, this is an optional feature instead of the mandated to every implementation;
· Whether the same Alternative(s) applies to all cases or not  the time measurement is not limiting to each case, it can apply to all cases, whether enabling it could be subject to request and configuration;
Thus, overall, the path-based measurement could be supported considering some overhead reduction method. 
Proposal 9. path-based measurement could be considered with potential overhead reduction.

Data generation entity
Considering the 5 cases and several involved LCM functions, we summarized the following table on this aspect.
Table 5 – data generation entity for corresponding case and LCM functions
	
	Case 1
	Case 3a
	Case 3b

	Training
	PRU, UE
	TRP
	TRP(input)/LMF(label)

	Inference 
	UE
	TRP
	TRP

	Monitoring
	Input based :UE
Output based: UE/PRU,
Measurement based
· DL measurement based: PRU/UE
· UL measurement based: TRP
	Input based: TRP
Output based: TRP
Measurement based
· DL measurement based: PRU/UE
· UL measurement based: TRP
	Input based: TRP
Output based: TRP(input)/LMF(label)
Measurement based
· DL measurement based: PRU/UE
· UL measurement based: TRP

	Finetuning
	PRU, UE
	TRP
	TRP(input)/LMF(label)


Proposal 10. [bookmark: _Hlk158121624]for data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP(input)/LMF(label) for case 3b;
Proposal 11. for data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Observation 2. for data collection in monitoring, the data generation entity is dependent on the monitoring metric.

Generated Data Signalling
In some cases, and/or LCM functions, the generated data at one entity needs to be signalled to another entity. In following, the signalling direction and signalling content are discussed. 
Signalling direction
Considering the 5 cases and several involved LCM functions, we summarized the following table on this potential signalling directions.
Table 6 - Generated data signalling direction summary
	
	Case 1
	Case 3a
	Case 3b

	Training
	PRU/(other) UE  the UE (via TRP or even LMF)
	NA or 
other TRP/LMF the TRP  
	Input: TRPLMF
label: NA or PRU/other UE  LMF

	Inference 
	NA
	NA
	TRPLMF

	Monitoring
	Input based: NA
Output based: PRU/(other) UEthe UE (via TRP or even LMF),
Measurement based
· DL: PRU/UE  monitoring entity*
· UL: TRP monitoring entity*
	Input based: NA
Output based: NA or other TRP/LMF  the TRP
Measurement based
· DL: PRU/UE  monitoring entity*
· UL: TRP monitoring entity*
	Input based: TRPLMF
Output based: 
· Input: TRPLMF
· label: NA or PRU/other UE  LMF
Measurement based
· DL: PRU/UE  monitoring entity*
· UL: TRP monitoring entity*

	Finetuning
	PRU/(other) UE  the UE (via TRP or even LMF)
	NA or 
other TRP/LMF the TRP  
	Input: TRPLMF
Label: NA or PRU/other UE  LMF


As noted by *, since the monitoring entity may not be directly the entity deployed with the AI model, which entity it be could be separately discussed.
Proposal 12. [bookmark: _Hlk158121615]RAN1 supports the collected data signalled from PRU(other UE) to UE deployed with AI model.

Signalling content
From data collection perspective, there could be a few data type to be collected. The data related to model input and/or monitoring, e.g., the measurement related, could be collected. However, some processing might be applied to the original measurement and derive the processed measurement finally. Such process could be feature extraction, or truncation, or some statistic calculation etc. In that sense, the data collected type and size could be defined or exchanged, so that the entities involving the signalling could understand.
Proposal 13. [bookmark: _Hlk158121609]RAN1 supports to specify data type and size, the data type includes the measurement results and processed measurement results.

General data characteristics
For the different LCM operations, the data collected for them may be also showing different characteristics, we are discussing the data set size, time-related feature and the label necessity in following.
Regarding the data set size, we roughly compared the set size required for different LCM function, and shown in below:
Table 7 – data set size for LCM operations
	LCM operation
	Training 
	Inference 
	Monitoring 
	Finetuning

	Required data set size 
	Large 
	Small
	Small to medium
	Medium


As commonly known, the training operation requires relatively large data set size in order to training the model to be functional. Likely, the data collected for training could last longer, which may not be required in as very short time period and such training operation could be left implementation. For finetuning, it’s actually like somewhat retraining the model with limited amount of (latest) data sets, so we think smaller but overall medium size of data sets will be needed. This also apply to some monitoring method which requires relatively long-term estimation of certain metrics, so that a certain amount of data sets will be needed. For inference, since it’s only for one operation of the model to generate the output, it consumes the least data set size among the four operations. 
Observation 3. [bookmark: _Hlk158121592]training requires (relatively) large data set size, finetuning and some monitoring requires medium data set size and inference and some other monitoring requires small data set size.

Regarding the time related feature for the collected data, basically, there can be two types: one is a time duration and  the other is a one-shot results. For example, for training, finetuning and some monitoring method, the collected data is usually from one time point A to time point B, and the duration should last for a while. So the collected data could reach the required size as well as cover enough diversity in time domain, which make the model is more capable. On the other hand, in inference or some other monitoring method, the data collected is from one short-like manner, which requires the input collected to be within a short time so that we can consider the location of concerned entity are not moving.
Observation 4. [bookmark: _Hlk158121587]the collected data sets for training, some monitoring, finetuning are for (relatively) long time period; while that for inference and some other monitoring are for one time. 

Then for label necessity, it’s somehow easy but also difficult to tell. When saying easy, as from the SI, most of proposed results are coming from the model trained with data with label, so naturally, many LCM operation required data needs label. In terms of difficulty, the model in use is actually up to implementation. So, by the development of AI model itself, the unsupervised model could be more and more powerful, such that label may be not that dependent. Thus, our observation is only for current study. The training, some monitoring, finetuning will requires label in collected data while which is not necessary for inference and some other monitoring.
Observation 5. [bookmark: _Hlk158121582]The training, some monitoring, finetuning will requires label in collected data while which is not necessary for inference and some other monitoring.
Inference
In the data collection in above, the input part has been discussed for the inference. In this section, we focus on the output part and also the inference related content and signalling. 
As clearly defined in the case description for AI direct or AI assisted positioning, in case of AI direct the model output will be UE location coordinate (estimation), and for AI assisted positioning, the model output is the intermediate measurement results. One thing needs some attention is that, some side information might be attached to the model output. Such side information could be time-stamp information and the quality information. The time stamp information helps to understand the time of results associated with the model output, in which in turn to understand the location estimation of the concerned entity in a given time. While for the quality information, it helps to understand the confidence level of the model output in case the model output is signalled to other entity. It encourages the entity to use or not use or even how to use the model output. 
Proposal 14. [bookmark: _Hlk158121574]in attached to the model output, the time stamp and quality information is supported.

For some cases, e.g., case 3a, the TRP based model but its TRP assisted positioning in which the LMF obtains the measurement results and generates the location results. In such case, the model output from the TRP should be signalled to LMF. While for other two cases, e.g., case 1 and 3b, there is no need for signalling the model output.
Proposal 15. [bookmark: _Hlk158121565]RAN1 supports TRP to signal the model output to LMF in case 3a. 
Performance/Model monitoring 
In this section, the aspects related performance (model) monitoring operation are discussed, which includes the monitoring metric, monitoring entity, monitoring outcome with potential signalling and finally the post monitoring behaviour. 
Monitoring metric
During the SI phase, there are many proposed monitoring metrics and evaluated by the proponent, which claims the reasonably good monitoring performance in certain cases. These metrics can be divided into three types:
· Model output based  this type is most straightforward one which is based on the comparison between model output and label. One thing noted that, by using this type, there are two ways:
· Monitoring measurement/metric derived by the AI model operating entity. It will compare the model output and the label (coming from other methods). One debating point is that if such entity can already obtain the “label” from other methods, why not it’s simply use that for positioning purpose. While intuitively this might look like a reasonable argument, there could be some applicable situation for above comparison. For example, if we view the “label” as the “output from other methods”, it can see that actually all the outputs are somewhat “estimation”. Then by this monitoring comparison, we are trying to see the gap between AI model output and other method output. In addition, from procedure-wise, once the AI based method is triggered, it anyway will need to generate the output, before actually get the “accurate label”, one cannot tell whether the output is accurate or not.  We think eventually, the trustworthy of the AI model output will go through the integrity check like the legacy methods would.
· Monitoring measurement/metric derived by/with PRU (or UE with known location). In this way, such PRU will be activated to do the AI based positioning similar to the operating UE, and based on the comparison from PRU’s model output and the label, one can decide the performance of the model is acceptable or not. One point for using such way is that, the PRU may use the same/similar AI model as the operating UE. 
· Model input based this type is using the feature of input data matching or not to decide whether the AI model is still applicable to the current situation. This is more like stochastic way to monitor the model, which may require the AI model shows some certain connection with the input data characteristic, e.g., certain distribution etc. Such information may need to be included during model identification.
· Other (measurement) based  this type is usually consisting of side information which associates the AI model. Such side information could be reflected by other measurement in stead of the measurement for data input. For example, if certain SNR level or RSRP level shows for an AI model characters, based on the measurement of the non-AI used reference signals can also represents the current SNR or RSRP level, which could be used for the monitoring.
Based on above analysis, the three types of monitoring metric are feasible thus we think all of them should be considered.
Proposal 16. [bookmark: _Hlk158121558]RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics. 

label-based model monitoring for Case 1
In last meeting, the following agreement on the study for case 1 monitoring metric calculation is concluded. 
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


For the listing options in above, 
· Option A-1, the problem is if it’s really NLoS condition, it seems using LMF based method to calculate the location estimation will be quite bad choice. That obtained location estimation could be likely not qualified for judging the performance of the UE side model. For spec impact. It will require to activate multiple positioning methods at the same time, e.g., AI based method at UE and also the UL based or DL based method for LMF based positioning to get the location estimation. 
· Option A-2, it’s not very clear what the position calculation assistance data (e.g., existing information for UE-based positioning method) is. It’s not the exact location estimation. This option needs more clarification. One guess, it’s to trigger using the legacy method to estimate the location as label to compare with outcome of model. Then the similar doubt will be similar as A-1, whether it really works in NLoS heavy condition. 
· Option A-3, the monitoring of the model is to decide whether current model is working well or not. So if network forwards the PRU’s measurement and location to target UE, if the PRU stays in the same/near location as UE, or the PRU’s measurement is within the measurement trained for that model, this could be feasible solution to use PRU’s measurement and location to monitor the model. Otherwise, it’s not feasible.
· Option A-4, in addition to the similar doubt on A-3, one more high-level concern for A-4, is it could request a PRU (which could be a UE) transmitting the measurement to OTT server. If this method is purely 3GPP transparent, and no spec impact, we don’t need to list it as one option to discuss, it’s any up to implementation. If it’s to the target UE, then it’s covered by A-3, without PRU’s location information. 
· Option B-1, it seems requiring the LMF to calculate the location estimation as well, so it is also feasible conditioning on the channel measurement condition e.g., (NLoS), so that whether the LMF calculate results are qualified to compare with model output.
· Option B-2, by the described procedure it works but facing same issue as A-3, whether the PRU’s measurement condition is aligned with the collected data sample in that model being trained. 
In summary for option A track, option A-1/2 are conditionally feasible on the condition of the actual measurement condition (e.g., NLoS situation). Option A-3/4 can be also conditionally feasible but on the condition of the PRU measurement is aligned with the collected data sample in the model being trained. For option B track, similar to option A track, it is conditional feasible situation on the actual measurement condition and/or whether the PRU’s measurement condition is aligned with the collected data sample in that model being trained. So it seems the measurement condition is necessary decide whether the above options are feasible or not.
Proposal 17. RAN1 considers to define the measurement conditions (e.g., SNR level, LoS indication etc) to facilitate the performance (model) monitoring.

Monitoring entity
Regarding the monitoring entity, it depends on two aspects: one is the AI model deployed entity and the other is whether network needs have control on the AI based method for positioning. For the second aspects, we think the AI based method is like a positioning algorithm which is transparent to network, then it may not be controlled by gNB, otherwise, we think certain level control from network is allowed. Thus, for the concerned cases, the possible entity for monitoring is given in following table:
Table 8 – monitoring entity for each side model
	Model deployed entity
	UE side model
	TPR side model
	LMF side model

	Monitoring entity
	UE, TRP/LMF
	TRP, LMF
	LMF


Pls note that, although the monitoring entity could be UE/TRP/LMF, but the related metric/measurement derivation could be from PRU. 
Proposal 18. [bookmark: _Hlk158121552]RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.

Monitoring outcome and its signalling 
When the corresponding monitoring entity obtain the monitoring metrics, it may need decide the monitoring outcome based on some criteria, for example, if the monitoring metrics are model output based, e.g., the output gap/error (model output - label), then whether the output gap/error is smaller than a threshold, we may consider the monitoring outcome as pass, otherwise, the monitoring outcome is considered as fail. Then, we can see, the monitoring metric related threshold could be considered for monitoring entity. Especially for UE monitoring case, such information is considered as one type of network control on the AI model performance. 
Proposal 19. [bookmark: _Hlk158121547]RAN1 considers the monitoring metric related threshold to be configured, dependent on the monitoring metric content. 

In addition, for monitoring outcome or it’s related information (like above threshold), some signalling could be supported to facilitate the indication or configuration. On the other hand, in order to obtain the monitoring outcome, the other entity may provide the monitoring assistance, e.g., the monitoring refence signal configuration, monitoring measurement and it’s report Thus, for each case, we have following:
Table 8 – monitoring signalling for each side model
	
	UE side model
	TPR side model
	LMF side model

	Monitoring outcome
	NA (UE monitors) or TRP/LMF UE
	NA (TPR monitors) or LMFTRP
	NA (LMF monitors)

	Monitoring assistance
	TRP/LMF UE
	UE/LMFTRP
	UE/TRPLMF


Proposal 20. [bookmark: _Hlk158121540] RAN1 supports the signalling for the monitoring refence signal configuration, monitoring measurement and its report.

Another thing for this monitoring outcome determination is that, whether the decision is made on one short manner or accumulated manner. one short manner means the decision is on one-time result of the monitoring metric, while the accumulated manner means a multiple-time results of the monitoring metric. For example, if the output gap/error is larger than the threshold for a certain number of times, then the monitoring outcome is determined as fail. 
Proposal 21. [bookmark: _Hlk158121519]monitoring outcome determination could be based on one time metric or multiple time metrics. 
Post monitoring behaviour
Once the AI model deployed entity obtains the monitoring outcome, certain post monitoring behaviour should be considered. If monitoring outcome is pass or not fail, then we think it’s natural to continues the AI/ML based method or keep using the current AI model. However, if the monitoring outcome is failed, then some possible handling could be considered:
· Finetuning, in case current model did not work well, some new data could be collected for finetuning the model to see whether the performance could be improved;
· Terminating current model or AI/ML based method and fallback to other non-AI method (e.g., legacy RAT dependent method)
· Report the AI/ML based method error, and wait next indication.
· AI model re-selection or re-determination as discussed in section 3.3.
Proposal 22. [bookmark: _Hlk158121494]the post monitoring behaviour should be specified.
Conclusion
This contribution discusses the design consideration to support AI/ML for positioning accuracy improvement, the corresponding proposal and observations are summarized as following:
Proposal 1. Second prioritized cases strive to have common design with first prioritized cases.
Proposal 2. RAN1 considers the trigger conditions for enabling AI/ML based method for positioning, including potential model applicable conditions or the environment(channel) applicable conditions.
Proposal 3. in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.
Proposal 4. RAN1 supports the indication of determined model from one entity to another entity
Proposal 5. RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity
Proposal 6. For paired timing information and power information, following two types are considered:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value and reporting
Observation 1. full-size (or raw) channel measurement is not suitable for collected data sample.
Proposal 7. both truncated channel measurement and feature extracted channel measurement can be considered as candidate for the channel measurement in the collected data sample.
Proposal 8. For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by non-PRU UE with estimated location.
Proposal 9. path-based measurement could be considered with potential overhead reduction.
Proposal 10. for data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP (input) / LMF (label) for case 3b;
Proposal 11. for data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Observation 2. for data collection in monitoring, the data generation entity is dependent on the monitoring metric.
Proposal 12. RAN1 supports the collected data signalled from PRU (other UE) to UE deployed with AI model.
Proposal 13. RAN1 supports to specify data type and size, the data type includes the measurement results and processed measurement results.
Observation 3. training requires (relatively) large data set size, finetuning and some monitoring requires medium data set size and inference and some other monitoring requires small data set size.
Observation 4. the collected data sets for training, some monitoring, finetuning are for (relatively) long time period; while that for inference and some other monitoring are for one time. 
Observation 5. The training, some monitoring, finetuning will requires label in collected data while which is not necessary for inference and some other monitoring.
Proposal 14. in attached to the model output, the time stamp and quality information is supported.
Proposal 15. RAN1 supports TRP to signal the model output to LMF in case 3a. 
Proposal 16. RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics. 
Proposal 17. RAN1 considers to define the measurement conditions (e.g., SNR level, LoS indication etc) to facilitate the performance (model) monitoring.
Proposal 18. RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.
Proposal 19. RAN1 considers the monitoring metric related threshold to be configured, dependent on the monitoring metric content. 
Proposal 20. RAN1 supports the signaling for the monitoring refence signal configuration, monitoring measurement and its report.
Proposal 21. monitoring outcome determination could be based on one time metric or multiple time metrics. 
Proposal 22. the post monitoring behavior should be specified.
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Agreement in RAN1#116
Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(c) timing information;
(d) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(c) timing information;
(d) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


Agreement in RAN1#116b
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.



Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.


Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.
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