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Introduction
In RAN#102 meeting, one new WID on AI/ML for NR Air interface is approved [1]. In this work item, the normative support for a common AI/ML framework for air interfaces and enable the use cases recommended in the previous study. In addition, further research will be conducted to address some of the problems found in the previous study phase for CSI compression.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this section, we would focus on the further study for CSI compression.
Discussion
Spatial-Temporal-Frequency compression 
In R18, AI-based CSI Spatial-Frequency(S-F) compress had been studied, including performance gain over non-AI/ML benchmark for UPT gain and SGCS gain, generalization evaluation, training collaboration types comparison. However, from RAN1 perspective, there is no consensus on the recommendation of CSI compression. According to the WID [1]， the trade-off between performance and complexity/overhead should be further studied, such as extending the spatial/frequency compression to spatial/temporal/frequency compression, and cell/site specific models or CSI compression plus prediction.
In this contribution, the AI-based CSI Spatial-Temporal-Frequency (S-T-F) compression is adopted. As in Figure1, the historical CSI from previous slots can be used to compress the CSI of the current slot at encoder side. The historical CSI from previous slots is the temporal information, which can extend the S-F compression to S-T-F compression. 
[image: ]
Figure 1. CSI S-T-F compression
Evaluations for CSI S-T-F compression

AI model for CSI S-T-F compression 
It has been agreed that for the evaluation of the AI based CSI compression sub use cases, a two-sided model is considered, including an encoder part and a decoder part. So in the simulation of CSI S-T-F compression, a ConvLSTM connecting a Transformer backbone as the encoder is used, as shown in figure 2. The ConvLSTM backbone is used to extract temporal correlation features from the CSI of previous slot. The Transformer backbone mainly includes the multi-head attention layer which is used to compress the CSI of current slot. At decoder, the backbone is Transformer connecting ConvLSTM. The Transformer backbone mainly includes the multi-head attention layer which is used to recovery the CSI of current slot. The ConvLSTM backbone is used to generate the final CSI of current slot considering the recovered  historical CSI as the input. 



Figure 2. AI model for CSI S-T-F compression

Evaluation results for CSI S-T-F compression
In this section, the data set generation, training parameter and evaluation results are provided. For the data generation, a Dense Urban (Macro only) scenario operating on 2GHz FDD spectrum is considered, where 1140 UEs (57 cells, and 20 users per cell) are generated. The number of frequency domain sub-bands is 12. The detailed evaluation assumptions can refer to the Appendix 1. From the collected 570000 samples, 90% are used as training set and 10% as validation set. The input of AI model is eigenvector of the channel matrix. The observation window of previous slots is 4/5ms.
SGCS is used as the intermediate KPI. Based on the trained AI model, the evaluation results on SGCS is provided in table 1 to compare AI-based S-T-F with AI-based S-F, and the Rel-16 eType II codebook is used as the baseline for performance evaluation. 
Table 1. SGCS performance gain comparison for S-T-F, S-F with R16 eType II codebook
	Schemes
Feedback bits
	R16 eType II codebook
	Spatial-Frequency(S-F)
	Spatial-Temporal-Frequency(S-T-F)

	72 bits
	0.735
	0.787 (7.1%)
	0.856 (16.5%)

	132 bits
	0.801
	0.838 (4.6%)
	0.890 (11.1%)

	248 bits
	0.841
	0.885 (5.2%)
	0.915 (8.8%)



From the evaluation results in table 1, AI based CSI S-F compression can achieve about 4.6%~7% SGCS gain than Rel-16 eType II codebook for the same feedback bits, and AI based CSI S-T-F compression can achieve about 8.8%~16.5% SGCS gain than Rel-16 eType II codebook. Therefore, it can be concluded that the AI based CSI S-T-F compression can achieve better SGCS than CSI S-F compression and Rel-16 eType II codebook. 
Observation 1: Both AI based CSI S-T-F compression and AI based CSI S-F compression can achieve better SGCS performance than that of Rel-16 eType II codebook.
· AI based CSI S-T-F compression can achieve over double SGCS gain than AI based CSI S-F compression.
· With the increased of the number of CSI feedback bit, the relative SGCS gain will be decreased for both AI based CSI S-T-F compression and AI based CSI S-F compression.
Inter-vendor training collaboration
During Rel-18 phase, the training collaborations types have been discussed and covered in TR 38.843 [2]. The training collaboration Type 2 over the air-interface for model training has been deprioritized in Rel-18 SI.  
	For CSI compression using two-sided model use case, considered AI/ML model training collaborations include: 
-	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
-	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
-	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the NW-side CSI reconstruction part are trained by UE side and network side, respectively.
-	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
-	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training
-	Note: training collaboration Type 2 over the air interface for model training (not including model update) is concluded to be deprioritized in Rel-18 SI. 


Thus, we should focus on training collaboration Type 1 and training collaboration Type 3 in Rel-19. 
Resolving the issues related to the complexity of inter-vendor collaboration has been identified as one objective of the study. In RAN1#116 and 116bis, different approaches were developed on this issue [3-4].
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.
Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.
Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 


The above options can be divided into two broad categories: standardized models and standardized datasets.
· Standardized models include option 1, option 3 and option 5. It seems under heated discussion in RAN4, so we can further discuss it until concrete outcomes are determined from RAN4 perspective.
· Option 1: Fully standardized reference model (structure + parameters)
· If the reference model is fully standardized, option1 does relieve stress. However, performance will be limited by the choice of reference model. And high specification effort will be needed.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Compared with option 1, because the adjustment of parameters may bring performance gains. But it also brings complexity issues due to the parameter exchange between NW-side and UE-side. In addition, how to define and standardize the reference model structure needs further consideration
· For 3a/3b, the major difference is whether UE can run the delivered parameters in short time and whether parameters exchanging is over the air-interface via model transfer/delivery. For 3a, NW side cannot assume UE can run it in short time scale and offline engineering is needed for UE. While for 3b, NW can assume UE can run it in short time but great effort of spec is needed. Regarding how to process the parameters at the UE side (retrain/testing, etc.), it is UE side implementation.
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· Compared with option 1, because the adjustment of model may bring performance gains. But it also brings complexity issues due to the reference model exchange between NW-side and UE-side. In addition, how to define and standardize the model format needs further consideration
Observation 2: For options 3 and option 5, although there are performance gains compared to option1, it also introduces the complexity of model/parameter exchange.
Observation 3: For options 3 and option 5, how to define and standardize the model format needs further consideration.
· Standardized datasets include option 2(has been deprioritized in last meeting) and option 4.
· Option 2: Standardized dataset
· In our understanding, if the dataset is standardized, the input and labels are fully determined. But standardizing one or more dataset(s) that can be used for training multiple models will require great effort because the size of the dataset(s) can be very large.
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· How to define the content of data/dataset format should be further considered. Basically, we think, it should include input and output size, input and output content, data distribution (such as time distribution), etc.
Observation 4: For options 4, how to the content of data/dataset format should be further considered.

Conclusion 
In this contribution, we provide our opinions on standard impacts of CSI compression.
Observation 1: Both AI based CSI S-T-F compression and AI based CSI S-F compression can achieve better SGCS performance than that of Rel-16 eType II codebook.
· AI based CSI S-T-F compression can achieve over double SGCS gain than AI based CSI S-F compression.
· With the increased of the number of CSI feedback bit, the relative SGCS gain will be decreased for both AI based CSI S-T-F compression and AI based CSI S-F compression.
Observation 2: For options 3 and option 5, although there are performance gains compared to option1, it also introduces the complexity of model/parameter exchange.
[bookmark: _GoBack]Observation 3: For options 3 and option 5, how to define and standardize the model format needs further consideration.
Observation 4: For options 4, how to the content of data/dataset format should be further considered.
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Appendix 1: Evaluation assumption for AI/ML based CSI feedback enhancement
Table 2. SLS assumptions for AI/ML based CSI feedback enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only) is a baseline. 

	Frequency Range
	2GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 


	BS Tx power 
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	MU-MIMO

	CSI feedback 
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Ideal channel estimation

	Evaluation Metric
	SGCS

	Baseline for performance evaluation
	Rel-16 eType II Codebook is the baseline.
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