[bookmark: _Ref462817227]3GPP TSG RAN WG1 #117	R1-2403998
Fukuoka, Japan, May 20th – 24th, 2024

Agenda Item:	9.1.1
Source:	New H3C
Title:	Discussions on AIML for beam management
Document for:	Discussion, Decision
1. Introduction
[bookmark: _GoBack]During the RAN1#116bis meeting, several consensuses were reached regarding the support for beam management specifications, as outlined in [1].Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1.
· Note: overhead reduction is not precluded.
· FFS on details
Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above "For NW-sided model, for BM-Case1 and BM-Case2" and "Set A" and "Set B", will not be specified in RAN 1 specifications
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP.
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement.
· Where the predicted RSRP is based on AI/ML output.
· Note: Support both Option A and Option B is not precluded.
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
Other options are not precluded.

In this document, we continue to discuss the standardization issues related to AI/ML beam management.

1. The consistency between training and inference
For the same beam and the same AI/ML model structure, if the input/output sequence position during training differs from the input/output sequence position during inference, like the figure1 bellow, it will lead to erroneous results. Therefore, ensuring that training and inference map the same physical beam to the same input/output sequence position is crucial.
[image: ]
Figure 1: Different input order for the same physical beam during training and inference

For the NW side model, the base station knows the mapping between CRI/SSB RI in Set A and Set B and the physical beams. Based on the internal implementation at the base station side, it can ensure consistency in the understanding of logical beams and physical beams during training, inference, and performance monitoring phases, without the need for additional standardization work. Therefore, we have the following observation:

[bookmark: _Hlk163157081]Observation 1: For the NW side model, the mapping of input/output from base station CRI/SSBRI to AI/ML models is implemented internally at the base station, and no additional standardization work is required to ensure consistency in the understanding of the training and inference processes.

For the UE side model, if Set B is a subset of Set A, the UE can ensure that the model's input and output use the same numbering method, regardless of the different mapping relationships between physical beams and logical beam indices (CRI/SSBRI) during the training and inference processes. This will not affect the model results, hence no additional standardization work is required.

Observation 2: For the UE side model, if Set B is a subset of Set A, no additional standardization work is required to ensure consistency in the understanding of the training and inference processes.

For the UE side model, if Set B is not a subset of Set A, if the mapping relationship between Set A and Set B during the training process differs from the mapping relationship between Set A and Set B during the inference process, it may result in different physical beam results for Set A obtained during the training phase and Set A obtained during the inference phase, even when the same Set B beam is used as input. This is illustrated in the diagram below:
[image: ]
Figure 2: Same Set B input with different Set A results during training and inference

Therefore, we recommend that for the UE side model, if Set B is not a subset of Set A, it is necessary to ensure that the model has a consistent understanding of the matching relationship between Set A and Set B during the training and inference stages. There are two specific methods to consider: 1. The mapping relationship between beams in Set A and Set B remains unchanged during both training and inference stages.
2. The mapping relationship between Set A and Set B can change, but the logical IDs correspond to the matching of actual physical beams should not change, such as mapping based on the same horizontal and vertical beam pointing order.

Proposal 1: For the UE side model, if Set B is not a subset of Set A, consider the following two methods to ensure a consistent understanding of the relationship between Set A and Set B during the training and inference stages:
· Opt1: The mapping relationship between beams in Set A and Set B remains unchanged during both training and inference stages.
· Opt2: The mapping relationship between Set A and Set B can change, but follows the same physical beam pointing order, such as horizontal and vertical direction.

1. Training phase
For the NW side model, the measurement configuration for training beams Set A/Set B can reuse the legacy CSI measurement framework. It supports configuring multiple sets of Set A/Set B, and can activate/deactivate the corresponding sets based on the legacy TCI mechanism. The reporting of measurement results can be done using both higher-layer and physical-layer reporting methods. Also, the data volume will increase with the number of beams and the enhancement of auxiliary information. For example, using UCI reporting method will bring about significant control channel overhead. Since the reporting of training data is not sensitive to latency, it is recommended to prioritize higher-layer signaling reporting method. Furthermore, due to the latency impact of higher-layer reporting, it is suggested to carry time stamps in the measurement results of each instance for better matching of the measurement results from each instance.

Observation 3: The measurement configuration for training beams Set A/Set B can reuse the legacy CSI measurement framework. It supports configuring multiple sets of Set A/Set B and can activate/deactivate the corresponding sets based on the legacy TCI mechanism.

Proposal 2: For the NW side model, in the beam training phase, For BM Case 2, it is suggested to include the timestamp of the instance's measurement in the reported results.

For the UE side model, it is recommended to configure the available Set A/Set B sets in the same way as the NW side model. The UE can request the required measurement beams Set A or Set B via higher-layer signaling, and the base station can reuse the TCI mechanism to activate/deactivate the corresponding sets.

1. Inference phase
For the NW side model, the method of Set B measurement configuration can be the same as that of the training phase. As for the reporting of Set B measurement results, due to the sensitivity to latency during the inference phase, it is recommended, in accordance with RAN1 116 agreement, to use L1 signaling to report the measurement values of Set B. Regarding the number of reported measurement values, if the number of Set B measurement beams reported is too high, it would be difficult to achieve the goal of reducing Beam management overhead and shortening Beam management measurement latency through AI/ML. Thus, for BM case1, it is suggested that the maximum number of reported Set B beams should not exceed one quarter of the number of Set A beams. For BM case2, it is recommended that the maximum reported number of Set B beams should not exceed that of Set A.

Proposal 3: For the NW side model, in the beam inference phase, use the same method for Set B measurement configuration as in the beam training phase.

Proposal 4: For the NW side model, in the beam inference phase, for BM Case 1, the maximum number of reported Set B beams in the L1 signaling should not exceed one quarter of the number of Set A beams. For BM Case 2, the maximum number of reported Set B beams in the L1 signaling should not exceed the number of Set A beams.

Proposal 5: For the NW side model, if the number of beams M measured in Set B exceeds the maximum number N allowed for reporting, only report the beams among these M measurements with the top N RSRP values.

For the UE side model, the configuration of Set A/Set B is the same as that of the NW side model. It supports the UE to request the corresponding Set A/Set B via higher-layer messages and reuse the TCI mechanism to activate/deactivate the corresponding set. Based on L1 measurements, such as CRI and RSRP, reporting the top-K beams is recommended. The maximum number of beams reported should be consistent with the number of measurements in Non AI/ML Beam Management. The base station can implicitly determine whether the current measurement value is an AI/ML predicted value or a Non-AI/ML measurement value based on the terminal's current measurement state.

Proposal 6: For the UE side model, in the beam inference phase, it is suggested that the UE use L1 signaling to report the top-K beams based on CRI and RSRP. The maximum number of beams reported should be consistent with the number of measurements in Non-AI/ML Beam Management.

1. Performance monitoring
The monitoring procedures of the AI/ML model may vary based on its deployment, either at the NW-side or at the UE-side, and the chosen approach, such as using final KPIs or intermediate KPIs. In the study item, four candidate performance metrics have been agreed, but further selection might be necessary.TR 38.843
Performance monitoring: 
For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-  Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP


we believe that from a standardization perspective, it is not necessary to use too many options. We recommend selecting two out of these four options. Alt.1 and Alt.4 can reflect the accuracy of beam selection and the prediction error of RSRP, which are sufficient to evaluate the performance of the AI/ML model. Alt.2 has more influencing factors on throughput and L1-SINR, making it difficult to establish a precise match with beam selection. Alt.3 only reflects changes in data distribution, and there is no conclusion in the study item on how to define an acceptable threshold for changes and the extent to which it affects the performance of AI/ML. Therefore, we have the following suggestions:

Proposal 7: When evaluating the performance monitoring metrics of the AI/ML BM model, priority should be given to using Alt.1 and Alt.4.

As agreed upon in the TR 38.843, there are three options available for UE-side model monitoring: Type 1 (Opt1), Type 1 (Opt2), and Type 2.TR 38.843
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered

Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable



We believe that for UE side models, it should be the responsibility of the UE to evaluate their performance. Therefore, for Type 1 performance monitoring, priority should be given to using option 1 for performance testing. In the case of Type 2 performance monitoring, gNB should be able to send measurement beams of Set A or Set B based on the UE's request, thus supporting performance evaluation by the UE.

Proposal 8: For Type 1 performance monitoring, priority should be given to standardizing option 1. For Type 2 performance monitoring, gNB should support to send measurement beams of Set A or Set B based on the UE's request.

1. Conclusion
In this paper, we discuss the standardization issues related to AI/ML beam management and have the following observations and proposals:

Observation 1: For the NW side model, the mapping of input/output from base station CRI/SSBRI to AI/ML models is implemented internally at the base station, and no additional standardization work is required to ensure consistency in the understanding of the training and inference processes.

Observation 2: For the UE side model, if Set B is a subset of Set A, no additional standardization work is required to ensure consistency in the understanding of the training and inference processes.

Observation 3: The measurement configuration for training beams Set A/Set B can reuse the legacy CSI measurement framework. It supports configuring multiple sets of Set A/Set B and can activate/deactivate the corresponding sets based on the legacy TCI mechanism.

Proposal 1: For the UE side model, if Set B is not a subset of Set A, consider the following two methods to ensure a consistent understanding of the relationship between Set A and Set B during the training and inference stages:
· Opt1: The mapping relationship between beams in Set A and Set B remains unchanged during both training and inference stages.
· Opt2: The mapping relationship between Set A and Set B can change, but follows the same physical beam pointing order, such as horizontal and vertical direction.

Proposal 2: For the NW side model, in the beam training phase, For BM Case 2, it is suggested to include the timestamp of the instance's measurement in the reported results.

Proposal 3: For the NW side model, in the beam inference phase, use the same method for Set B measurement configuration as in the beam training phase.

Proposal 4: For the NW side model, in the beam inference phase, for BM Case 1, the maximum number of reported Set B beams in the L1 signaling should not exceed one quarter of the number of Set A beams. For BM Case 2, the maximum number of reported Set B beams in the L1 signaling should not exceed the number of Set A beams.

Proposal 5: For the NW side model, if the number of beams M measured in Set B exceeds the maximum number N allowed for reporting, only report the beams among these M measurements with the top N RSRP values.

Proposal 6: For the UE side model, in the beam inference phase, it is suggested that the UE use L1 signaling to report the top-K beams based on CRI and RSRP. The maximum number of beams reported should be consistent with the number of measurements in Non-AI/ML Beam Management.

Proposal 7: When evaluating the performance monitoring metrics of the AI/ML BM model, priority should be given to using Alt.1 and Alt.4.

Proposal 8: For Type 1 performance monitoring, priority should be given to standardizing option 1. For Type 2 performance monitoring, gNB should support to send measurement beams of Set A or Set B based on the UE's request.
1. Reference
[1] Draft_Minutes_report_RAN1#116b_v030.docx
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