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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:


2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
2.1.1.1	RAN1#116bis
2.1.1.1.1	Specification support for Beam Management
Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N (N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.

Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output

Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 

Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 

[bookmark: _Toc156813289]2.1.1.1.2	Specification support for positioning accuracy enhancement
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.

2.1.1.1.3 	Additional study on CSI prediction
Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 

Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms

Conclusion
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Conclusion
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional .，if adopted

Conclusion
For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.

Conclusion
· For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction

Agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model

Agreement
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window (number/distance)
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted

Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline

Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric

2.1.1.1.4 	Additional study on CSI compression
Agreement
For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and Case
· Compression case, e.g., Case 1/2/5
· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)
· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· Benchmark scheme
· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Whether/how rank adaptation is modelled
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) 

Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and use case
· Compression case, e.g., case 3 / 4
· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)
· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)
· Methods to handle UCI loss (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· SGCS values before (if applicable) and after compression
· Assumption on the prediction of future CSI 
· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.
· Benchmark schemes
· Description of feedback schemes, i.e., Rel-18 doppler eT2
· Whether/how spatial consistency is modelied
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) Modelling of phase discontinuity

Conclusion
For multi-vendor results table, adopt Rel-18 Table 4 for joint training and Rel-18 Table 5 for separate training as starting point, with the same additions of above 2 agreements.

Conclusion
For model generalization results table, adopt Rel-18 Table 2 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following
· Various UE speed
· UE distribution
· Various CSI-RS periodicity

Conclusion
For model scalability results table, adopt Rel-18 Table 3 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following
· Various numbers of antenna ports
· Various frequency granularity
· Various payload size

Conclusion
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.

Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For the results template used to collect evaluation results for AI/ML-based CSI compression using localized models, adopt Table 1 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model

Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for the temporal domain prediction and compression Case 3 and Case 4, adopt the following evaluation assumptions as baseline:
· Observation window (number/distance):
· For periodic CSI-RS with 5ms periodicity: 12/5ms, 10/5ms, 8/5ms, 5/5ms, 4/5ms, unrestricted observation window
· For periodic CSI-RS with 20ms periodicity: up to companies (encouraged)
· For aperiodic CSI-RS: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  4/5ms/5ms
· Others can be additionally submitted, e.g. 4/1ms/5ms, 8/1ms/5ms, 4/5ms/10ms, 1/-/5ms

Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 4, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Description of model input/output and use case
· Methods to handle rank adaptation (if applicable)

2.1.1.1.5 	Additional study on other aspects of AI/ML model and data
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 

Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network

Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)

Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

2.1.1.2	RAN1#117
2.1.1.2.1	Specification support for Beam Management
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
· Support Type 1 performance monitoring, including the following two options: 
· Option 1 (NW-side performance monitoring): 
· UE sends a report to NW (for the calculation of performance metric at NW) 
· Measurement results from resource set for monitoring, e.g., L1-RSRP and/or RS index is supported as the content of the report
· FFS on other contents 
· The report is at least configured/triggered by NW
· Note: this may or may not have additional spec impact
· Option 2 (UE-assisted performance monitoring): 
· UE calculates performance metric(s) 
· FFS how to report and what to report 
· FFS whether to trigger the report based on event(s) for Option 1 and/or Option 2
· FFS Type 2 performance monitoring

Agreement
At least for NW sided model, for the quantization of a reported L1-RSRP value at least for the report in L1 signaling, support
· Support differential L1-RSRP reporting with legacy quantization step and range 
· FFS: larger quantization step(s) than the already supported legacy quantization step for differential L1-RSRP and/or for absolute L1-RSRP
· FFS: Smaller range(s) for differential L1-RSRP than the already supported legacy range

Agreement
Following Working Assumption is confirmed.

Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output.

Agreement
For NW-sided model, for inference report, at least for BM-Case 1, the content in a beam report in L1 signaling, support 
· L1-RSRPs and corresponding beam information of Top M beam(s) with largest M measured value(s) of L1-RSRP(s) of a measurement resource set, where M is configured by gNB 
· If M = the size of the measurement resource set, the content is all L1-RSRPs and one beam index (i.e., CRI/SSBRI) for the largest measured value of L1-RSRP of a measurement resource set 
· FFS: L1-RSRPs and corresponding beam information of up to M beams within X dB gap to the largest measured value of L1-RSRP, X and M are configured by gNB, and whether/how to report number of reported beams 
· FFS on the maximum value of M (where M can be larger than 4) based on UE capability (M may or may not be different for different reporting contents)
· FFS on beam information
· Note: Purpose, such as above “For NW-sided model, for inference report, at least for BM-Case 1”, will not be specified in RAN 1 specifications

2.1.1.2.2	Specification support for positioning accuracy enhancement
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Note: It is assumed that user data privacy of non-PRU UE is preserved.

Note: Previous related working assumption made in RAN1#116bis for training data generation of AI/ML based positioning Case 3b will not need to be confirmed.

Agreement
Sample-based measurement is defined as:
· The measurement is composed of Nt' samples of the estimated channel response in time domain. The timing information for the Nt' samples are reported with a timing granularity T, where T=2kxTc. k represents the timing reporting granularity factor. Tc is the basic time unit for NR. 
· The corresponding measurement (e.g., power if reported) corresponds to the measurement for the reported Nt' samples.
· Nt' and k can be signalled 
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T. 
· The timing information is defined relative to a reference time 
Further discussion is expected on the determination of Nt' and k (including signaling) , and a rule to be introduced for selecting Nt' samples.
Note: It doesn’t imply the definition of Sample-based measurement will be captured into the spec.

Agreement
Path-based measurement refers to the measurement in the existing specifications (up to Rel-18) including measurement reporting, with potential enhancements on the number of reported paths (if needed).

Agreement
For training data collection of AI/ML based positioning, if a training data sample contains both Part A and Part B, RAN1 assumes that Part A and Part B in one training data sample are: 
· for a same UE (PRU or Non-PRU UE), and 
· for a same location associated with Part B.
Note: the association can be discussed

Agreement
Draft LS R1-2405577 is endorsed in principle by adding the latest agreements made in this meeting and adding “agreements” to “Note: the working assumptions above are based on RAN1 understanding for RAN work item (NR_AIML_air).”

Agreement
Final LS R1-2405578 is endorsed.


2.1.1.2.3 	Additional study on CSI prediction
Agreement
For the boundary between Type 3 and Type 1 performance monitoring, the difference is whether UE reports performance metric or performance monitoring output to NW, respectively. 
· The monitoring output is determined based on performance metric, and additionally, baseline and/or threshold criterion if configured.
Observation
For CSI prediction using UE-sided model, for performance monitoring, at least following specification impacts are additionally identified compared to that has been captured in TR38.843, 
· Type 1
· Definition/configuration of performance metric
· Definition of threshold criterion, if configured
· Definition/configuration and report of monitoring output, and corresponding report mechanism
· Type 2
· Definition/configuration and report of ground truth CSI, and corresponding report mechanism.
· Type 3
· Definition/configuration and report of performance metric, and corresponding report mechanism.
· For all types of performance monitoring, NW indication to the UE of the decision regarding the monitoring action 

Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, regarding training,
· The k-th local model is trained on region #B_k (the k-th local region), 1<=k<=N.
· The generalized model is trained on Region #A that may be constructed via any of the following methods that is appropriate for the given generalized/local region modeling approach.
· Region #A is the same as the union of regions #B_1, …, #B_N.
· Region #A is a proper superset of the union of regions #B_1, …, #B_N.
· Region #A is generated separately from regions #B_1, …, #B_N.
· Note: companies to report which method was used.
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, regarding testing,
· The trained generalized model, local model, and the non-AI/ML benchmark are tested on the regions #B_1, …, #B_N.
· In case N>1, when reporting the results, companies may report the performance of the generalized model, the local models, and the non-AI/ML benchmark, by averaging the performance over the regions #B_1,…,B_N. Companies to report the value of N.

Observation
· For the CSI prediction using UE-sided model, till the RAN1#117 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, 
· If spatial consistency is not adopted, and if N4=1
· For 10km/h UE speed, 1 source [Samsung] observes 9.55% gain
· For 30km/h UE speed, 8 sources [Lenovo, Apple, Samsung, China Telecom, Spreadtrum, OPPO, CMCC, Qualcomm] observe 8.5%~20.6% gain and 2 sources [Intel, Fujitsu] observe 23.2%~31.65% gain.
· For 60km/h UE speed, 3 sources [Qualcomm, China Telecom, Huawei] observe 2.8%~18% gain	
· If spatial consistency is adopted, and if N4=1
· For 30km/h UE speed, 2 sources [Ericsson, ZTE] observes 17.83%~34.66% gain, 2 sources [vivo, MediaTek] observe 62.8%~76.4% gain 
· For 60km/h UE speed, 2 sources [Ericsson, MediaTek] observe 16.2~22% gain, 1 source [vivo] observes 90.6% gain 
· For 120km/h UE speed, 1 source [vivo] observes 68.2% gain 
· If spatial consistency is not adopted, and if N4=4
· For 30km/h UE speed, 1 source [OPPO] observes 19.7%~25.7% gain 
· If spatial consistency is adopted, and if N4=4
· For 10km/h UE speed, 1 source [Samsung] observes -1.61%~62.9% gain
· For 30km/h UE speed, 1 source [Ericsson] observes 23%~34% gain, 1 source [MediaTek] observe 20.9%~76.4% gain 
· For 60km/h UE speed, 2 sources [Ericsson, MediaTek] observe 5.96%~-22% gain, 
· If phase discontinuity is modelled, for 30km/h UE speed, 1 source [Fujitsu] observe 52.87% gain.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 20ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· 8 sources [ZTE, Ericsson, Intel, vivo, Fujitsu, Samsung, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.
· 1 source [Fujitsu] modelled phase discontinuity, and other sources do not consider phase discontinuity modelling. 
· 1 source [Qualcomm] considers eigenvector as model input, and other sources considers Raw channel matrix as model input. 
· 2 sources [Ericsson, Intel] consider beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, 1 source [Samsung] considers per layer raw channel matrix after pre-processing, and other sources do not consider pre/post processing. 
· The performance metric is SGCS in linear value for layer 1.
· Note: N4 refers to the number of predicted CSI instances
· Note: Results refer to Table 2-1 of R1-2405492

Observation 
For the CSI prediction using UE-sided model, till the RAN1#117 meeting, compared to the Benchmark#2 of non-AI based CSI prediction, in terms of SGCS, from UE speed perspective
· If spatial consistency is not adopted, if N4=1
· For 10km/h UE speed, 1 source [InterDigital] observes 3% gain
· For 30km/h UE speed, 
· 6 sources [Qualcomm, Lenovo, Spreadtrum, Intel, CATT, OPPO] observe 0%~10.7% gain, 
· 2 sources [Fujitsu, InterDigital] observe 25.6%~48% gain
· 1 source [Apple] observes -2% ~18% gain depending on filter complexity and filter update
· For 60km/h UE speed, 
· 1 source [Qualcomm] observes -20.6% gain, 
· 2 sources [Huawei, CATT] observe 3.6%~7.8% gain, 
· 1 source [InterDigital] observes 42% gain
· If spatial consistency is adopted, if N4=1
· For 30km/h UE speed, 
· 2 sources [Ericsson, MediaTek] observe 0.43%~5% gain, 
· 2 sources [vivo, ZTE] observe 2.54%~26.45% 
· For 60km/h UE speed, 
· 2 sources [Ericsson, MediaTek] observe -1%~3% gain, 
· 1 source [vivo] observes 48.8% gain 
· For 120km/h UE speed, 1 source [vivo] observes 20.6% gain
· If spatial consistency is not adopted, if N4=4
· For 10km/h UE speed, 1 source [InterDigital] observes 1%~5% gain
· For 30km/h UE speed, 1 source [InterDigital] observes -14%~48% gain, 
· For 60km/h UE speed, 1 source [InterDigital] observes -11%~42% gain
· If spatial consistency is adopted, if N4=4
· For 30km/h UE speed, 
· 1 source [MediaTek] observes 0.43%~0.97% gain 
· 1 source [Ericsson] observes 5%~29% gain 
· For 60km/h UE speed, 
· 1 source [MediaTek] observes -1.01%~1.52% gain 
· 1 source [Ericsson] observes 3%~16% gain 
· If phase discontinuity is modelled, for 30km/h UE speed, 2 sources [Fujitsu, vivo] observe 25.6% ~48.8% gain
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· 6 sources [ZTE, Ericsson, Intel, vivo, Fujitsu, CATT] consider realistic channel estimation, and other sources consider ideal channel estimation.
· 2 sources [Fujitsu, vivo] modelled phase discontinuity, and other sources do not consider phase discontinuity modelling. 
· 1 source [Qualcomm] considers eigenvector as model input, and other sources considers Raw channel matrix as model input. 
· 2 source [Ericsson, Intel] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources do not consider pre/post processing. 
· The performance metric is SGCS in linear value for layer 1.
· Note: N4 refers to the number of predicted CSI
· Note: Results refer to Table 2-3 of R1-2405492

Observation 
For the CSI prediction using UE-sided model, till the RAN1#117 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark#1 of the nearest historical CSI:
· For FTP traffic with low RU (RU<=39%)
· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 9% gain.
· For 60km/h UE speed, and N4=1 
· 2 sources [Huawei, Ericsson] observe 1.2%~5% gain;
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 7% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 5% gain.
· For FTP traffic with mid RU (40<=RU<=69%)
· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 37% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observe 1.8%~3.5% gain;
· 1 source [Ericsson] observes 21% gain.
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 29% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 21% gain.
· For FTP traffic with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observe 2.5%~4.2% gain;
· For full buffer traffic:
· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 51% gain.
· 1 source [Fujitsu] observes 27% gain.
· 1 source [MediaTek] observes 8.7% gain.
· For 30km/h UE speed and N4=4
· 1 source [Fujitsu] observes 11.6% gain.
· Compared to the benchmark#2 of non-AI/ML based CSI prediction:
· For FTP traffic, with low RU (RU<=39%)
· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 9% gain.
· 1 source [CATT] observes -2.1% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 0.7%~0.9% gain; 
· 1 source [Ericsson] observes 11% gain.
· 1 source [CATT] observes -6.1% gain
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 13% gain.
· 1 source [InterDigital] observes 2.1% gain.
· 1 source [MediaTek] observes 0.02% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson, InterDigital] observes 13% 
· 1 source [MediaTek] observes 0.14% gain 
· 1 source [Ericsson, InterDigital] observes -13.1% 
· For FTP traffic, with mid RU (40<=RU<=69%)
· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 24% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 2.3%~3.1% gain; 
· 1 source [Ericsson] observes 31% gain.
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 35% gain.
· 2 sources [MediaTek, InterDigital] observe -0.25%~2.5% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 32% gain.
· 1 source [MediaTek] observes 0.25% gain.
· 1 source [InterDigital] observes -19.6% gain.
· For FTP traffic, with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 2%~2.5% gain; 
· For 30km/h UE speed and N4=4,
· 2 sources [InterDigital, MediaTek] observes 0.11%~5.7% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [InterDigital] observes -17.2% gain.
· 1 source [MediaTek] observes 0.92% gain.
· For full buffer traffic:
· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 24% gain.
· 1 source [Fujitsu] observes 9.7% gain.
· 2 sources [CATT, MediaTek] observe 0.6~1.2% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [CATT] observes 0.2% gain 
· 1 source [vivo] observes 20.6% gain 
· For 30km/h UE speed and N4=3 or 4
· 1 source [Fujitsu] observes 7% gain.
· 1 source [vivo] observes 24.7% gain with phase discontinuity modelling.
· For 60km/h UE speed and N4=3 
· 1 source [vivo] observes 41.3% gain with phase discontinuity modelling.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms ~ 20ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency, and other sources do not consider spatial consistency. 
· 4 sources [Ericsson, Fujitsu, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.
· 1 source [vivo] are modelled phase discontinuity, and other sources do not consider phase discontinuity
· Note: N4 refers to the number of predicted CSI instances
· Note: Results refer to Table 2-5/2-4/2-4/2-8 of R1-2405492
Observation
For the CSI prediction using UE-sided model, till the RAN1#117 meeting, in terms of 5% UE UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark#1 of the nearest historical CSI:
· For FTP traffic with low RU (RU<=39%)
· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 27% gain.
· For 60km/h UE speed, and N4=1 
· 2 sources [Huawei, Ericsson] observe 4.5%~18.3% gain;
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 14% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 4% gain.
· For FTP traffic with mid RU (40<=RU<=69%)
· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 100% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observe 8.6%~11.3% gain;
· 1 source [Ericsson] observes 45% gain.
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 77% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 26% gain.
· For FTP traffic with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observe 13.4%~17.8% gain;
· For full buffer traffic:
· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 10.5% gain.
· 1 source [Fujitsu] observes 9.9% gain.
· 1 source [MediaTek] observes 7.7% gain.
· For 30km/h UE speed and N4=4
· 1 source [Fujitsu] observes 2.1% gain.
· Compared to the benchmark#2 of non-AI/ML based CSI prediction:
· For FTP traffic, with low RU (RU<=39%)
· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 18% gain.
· 1 source [CATT] observes 50.1% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 2.5%~5.2% gain; 
· 1 source [Ericsson] observes 17% gain.
· 1 source [CATT] observes 47.1% gain
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 23% gain.
· 1 source [InterDigital] observes 5.7% gain.
· For 60km/h UE speed, and N4=4 
· 2 sources [Ericsson, InterDigital] observe 9.5%~% 19%gain.
· For FTP traffic, with mid RU (40<=RU<=69%)
· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 46% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 7%~8.6% gain; 
· 1 source [Ericsson] observes 66% gain.
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 73% gain.
· 1 source [InterDigital] observes 6.8% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [Ericsson] observes 56% gain.
· 1 source [InterDigital] observes 27.2% gain.
· For FTP traffic, with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 
· 1 source [Huawei] observes 6.7%~14.8% gain; 
· For 30km/h UE speed and N4=4,
· 1 source [InterDigital] observes 28.6% gain.
· For 60km/h UE speed, and N4=4 
· 1 source [InterDigital] observes 27.2% gain.
· For full buffer traffic:
· For 30km/h UE speed and N4=1
· 3 sources [Lenovo, Fujitsu, CATT] observe 0.2%~6% gain.
· 1 source [MediaTek] observes -2% gain.
· For 60km/h UE speed, and N4=1 
· 1 source [CATT] observes 0.4% gain 
· For 30km/h UE speed and N4=3 or 4
· 1 source [Fujitsu] observes 6.3% gain.
· 1 source [vivo] observes 81.9% gain with phase discontinuity modelling.
· For 60km/h UE speed and N4=3 
· 1 source [vivo] observes 48.9% gain with phase discontinuity modelling.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms ~ 20ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency, and other sources do not consider spatial consistency. 
· 4 sources [Ericsson, Fujitsu, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.
· 1 source [vivo] are modelled phase discontinuity, and other sources do not consider phase discontinuity
· Note: N4 refers to the number of predicted CSI instances
· Note: Results refer to Table 2-5/2-4/2-4/2-8 of R1-2405492

Observation 
For the generalization verification of CSI prediction using UE sided model over various UE speeds, till the RAN1#117 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h and
· UE speed#A is 30 km/h or 120km/h, 2 sources [Fujitsu, MediaTek] observe a generalized performance of less than -5.5% degradation. 
· UE speed#A is 60 km/h, 1 source [CMCC] observes -26.79% degradation. 
· If UE speed#B is 30 km/h and
· UE speed#A is 60km/h, 4 sources [Huawei, CATT, Ericsson, vivo] observe a generalized performance of -11.4%~-2.7% degradation and 1 source [CMCC] observes a generalized performance of -25.6%~-32% degradation.
·  UE speed#A is 10km/h or 120km/h, 3 sources [CMCC, MediaTek, Fujitsu] observe a generalized performance of -51.5%~-72.37% degradation.
· If UE speed#B is 60 km/h and
· UE speed#A is 30km/h, 1 source [CATT] observes a generalized performance of -1.9% degradation and 5 sources [Huawei, Fujitsu, MediaTek, Ericsson, vivo] observe a generalized performance of -28.6%~-56.3% degradation 
· If UE speed#B is 120 km/h and
· UE speed#A is 30km/h, 1 source [MediaTek] observes a generalized performance of -56.3% degradation 
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-3.63% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 6 sources [Fujitsu, Huawei, CATT, vivo, Apple, Ericsson]
· If UE speed#B is 10 km/h 
· 2 sources [Fujitsu, MediaTek] observe a generalized performance of less than -0.2% degradation, and 1 source [CMCC] observes -16.87% degradation. 
· If UE speed#B is 30 km/h 
· 7 sources [Huawei, CATT, vivo, Apple, Fujitsu, Ericsson, MediaTek] observe a generalized performance of less than -2.77% degradation, 1 source [CMCC] observes a generalized performance of -15.44% degradation.
· If UE speed#B is 60 km/h and
· 6 sources [Huawei, CATT, vivo, Apple, Fujitsu, Ericsson] observe a generalized performance of less than -3.63% degradation, 2 sources [CMCC, MediaTek] observe a generalized performance of -6.77%~-13.5% degradation.
· If UE speed#B is 120 km/h and
· 1 source [MediaTek] observes a generalized performance of -43.6% degradation 
· Note: For generalization Case 3, 2 sources [CMCC, MediaTek] observe performance degradations (-13.5%~-43.6% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, 120 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency. Other sources do not consider spatial consistency.
· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· Note: Results refer to Table 3-2 of R1-2405492

2.1.1.2.4 	Additional study on CSI compression
Conclusion 
Standardized signalling, if feasible and specified, can be used for parameter / model exchange in option 3a/5a and 3b to alleviate/resolve the inter-vendor training collaboration complexity.
· Standardized signalling may be reused for exchanging CSI generation part, CSI reconstruction part, or both, etc, when necessary and feasible.
· Standarized signalling may be over-the-air, or other approaches. 
Standardized signalling, if feasible and specified, can be used for dataset exchange in option 4 to alleviate/resolve the inter-vendor training collaboration complexity.
· Standardized signalling may be reused for dataset exchanging, when necessary and feasible.
· Standardized signalling may be over-the-air, or other approaches. 
Note: feasibility will be discussed separately.

Agreement
· For option 3a/3b/4/5a and their sub-options, at least the following potential specification impacts have been identified. Further study the necessity, feasibility, their specification impact.
· Exchange
· Parameter / model exchange methods, format/contents, and related spec impacts (3a/3b/5a)
· Dataset exchange methods, format/type/contents of data/dataset, and related spec impacts (4)
· Additional information, if necessary, that may be shared from the NW-side to help UE-side offline engineering and provide performance guidance (3a/5a/4)
· Performance target (3a/5a/4)
· Dataset or information related to collecting dataset (3a/5a)
· Any other additional information
· Model pairing (3a/3b/4/5a)
· UE capability (3a/3b/4/5a)
· Model related aspects, such as scalability (e.g., payload sizes, antenna ports, bandwidth), rank and layer handling (3a/3b/4/5a)
· Quantization of feedback (3a/3b/4/5a)
· Model structure details (3a/3b)
Note: Option 3a/4/5a and option 3b serve two different deployment time scales, UE capabilities, device-side optimizations, and training methods, and therefore may be complementary to each other, with potential specification of both.
· Specification of option 1, if needed from RAN1, can reuse specification of option 3a/3b, with the additional specification of parameters. 

Agreement
For option 1 / 3 / 4 / 5 and their sub-options, study mechanisms (e.g., post-deployment performance monitoring) for identifying the cause (e.g., NW side, UE side, data drift) of the performance degradation to guarantee good performance in the field.

Agreement
For temporal domain aspects Case 3/4, change the small / medium / large payload region definition as follows:
	Note: X, Y, Z, A, B, and C are feedback overhead rates in bits per time unit of 5ms.
Note: For  X, Y, and Z, α=[2] for rank=1/2 and α=[4] for rank=4 
Note: For A, B, and C, β=[0.5] for rank=1 and β=[0.75] for rank=2/4



Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression (Cases 1-5), in addition to FLOPs, also consider FLOPs per normalized time unit. Use 5msec as the normalized time unit.

Agreement
In the results template for capturing the evaluation of temporal domain aspects Case 3/4 of AI/ML based CSI compression, regarding the “upper bound”, capture both of the following:
· upper bound based on ideal CSI prediction and without CSI compression
· upper bound based on benchmark CSI prediction and without CSI compression

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, regarding training,
· The k-th local model is trained on region #B_k (the k-th local region), 1<=k<=N.
· The generalized model is trained on Region #A that may be constructed via any of the following methods that is appropriate for the given generalized/local region modeling approach.
· Region #A is the same as the union of regions #B_1, …, #B_N.
· Region #A is a proper superset of the union of regions #B_1, …, #B_N.
· Region #A is generated separately from regions #B_1, …, #B_N.
· Note: companies to report which method was used.
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, regarding testing,
· The trained generalized model, local model, and the non-AI/ML benchmark are tested on the regions #B_1, …, #B_N.
· In case N>1, when reporting the results, companies may report the performance of the generalized model, the local models, and the non-AI/ML benchmark, by averaging the performance over the regions #B_1,…,B_N. Companies to report the value of N.

Agreement
For collecting evaluation results for temporal domain aspects of AI/ML-based CSI compression using localized models, use the same results template used to collect evaluation results for AI/ML-based CSI compression using localized models
· Adding the same temporal setting that is used for results template used to collect evaluation results for temporal domain compression Case 1/2/5.
	Temporal setting
	Temporal domain aspect Case 1-5

	
	CSI-RS configuration: periodic or aperiodic
For periodic: periodicity
For aperiodic: # of resources K in the CSI-RS burst / time internal m in msec

	
	CSI reporting periodicity

	
	Usage of historical CSI at UE side:  number / time distance

	
	Usage of historical CSI at NW side: number / time distance

	
	Prediction window: number / time distance between prediction instances / distance from the last observation instance to the 1st prediction instance (Only applicable to Case 3,4)



Agreement
Further study following monitoring options in Rel-19, including the necessity and feasibility, 
· NW-side monitoring, considering overhead, latency, complexity, monitoring accuracy, UE capability
· Based on the target CSI reported by the UE via legacy eT2 codebook or eT2-like high-resolution codebook (Case 1)
· SRS-based monitoring
· UE-side monitoring, considering overhead, latency, complexity, monitoring accuracy, UE capability
· Based on the output of the CSI reconstruction model at the UE (Case 2-1)
· Note: CSI reconstruction model at the UE-side can be the same as the actual CSI reconstruction model used at the NW-side, a reference model provided by NW, or a proxy model developed by the UE side.
· Via direct estimation of intermediate KPI (e.g., SGCS) without reconstructing a target CSI (Case 2-2)
· Via estimation of monitoring output other than intermediate KPI without reconstructing a target CSI
· Based on precoded RS (e.g., CSI-RS, DMRS) transmitted from NW based on the output of the CSI reconstruction model 
· Based on the output of the CSI reconstruction model indicated by the NW via legacy eT2 codebook or eT2-like high-resolution codebook
Regarding monitoring metrics:
· Monitoring accuracy also includes generalization considerations, if applicable.
· Complexity also includes LCM complexity, if applicable.
· Monitoring overhead, latency, complexity, and accuracy analysis may have to consider using at N>1 CSI feedback occasions.
· Testability of UE reported metrics
Discussion may include the following aspects:
· Consideration of Options 1-5 and their sub-options for alleviating / resolving the issues related to inter-vendor training collaboration
· Temporal domain aspects of CSI compression
· How the above monitoring approaches or combination of them may help identifying the cause (e.g., NW side, UE side, data drift) of the performance degradation
Note: for UE-side monitoring, the final reported monitoring output, if specified, may be different, e.g., be further derived based on the output of the above approaches.
Note: implementation-based monitoring solutions can be considered in assessing the necessity of the above monitoring approaches.

Agreement
For temporal domain aspects Case 3 and 4, study the impact on LCM aspects of separate prediction and compression, and joint prediction and compression.

Note: Observations of companies results till RAN1#117 are captured in FL summary R1-2405419.

2.1.1.2.5 	Additional study on other aspects of AI/ML model and data
Working Assumption
Regarding the associated ID for Rel-19, the UE assumes that NW-side additional conditions with the same associated ID are consistent at least within a cell  
· FFS: whether/how UE assumption can be applicable for multiple cells (including the feasibility study)

Agreement
From RAN1 perspective, for model delivery/transfer Case z4, further study the following alternatives (including the necessity/feasibility/benefits):
· Alt. A
· Step A-1: UE reports the supported known model structure(s) to network
· Step A-2: NW transfers to UE the parameters for one or more of supported known model structure(s) reported in Step A-1
· FFS: whether some additional step(s), and/or whether other information is needed
· Alt. B 
· Step B-0: UE reports to NW its support of model transfer/delivery case z4
· Note: Step B-0 may be before or after Step B-1, or not necessary
· Step B-1: NW indicates to UE the candidate known model structure(s)
· Step B-2: UE reports to NW which model structure(s) out of the candidate known model structure(s) indicated in Step B-1 is supported
· Step B-3: NW transfers to UE the parameters for one or more of supported known model structure(s) reported in Step B-2
· FFS: whether some additional step(s), and/or whether other information is needed 
· Note: Other alternative(s) is not precluded
· Note: Other method(s) of parameter exchange from NW to UE side is a separate discussion.

Agreement
From RAN1 perspective, for UE part of two-sided model, further study the following example of MI-Option2 (including the feasibility/necessity)
· AI-Example2-1
· A: A dataset is transferred from the NW/NW-side to UE/UE-side via standardized signaling. 
· Note: RAN1 study of Step A only focuses on RAN1 aspect of the dataset transfer from NW to UE. Other solution for dataset exchange is out of RAN1 scope. 
· B: UE part of two-sided model(s) is(are) developed based on at least the above dataset. 
· C: UE reports information of its UE part of two-sided model(s) corresponding to the above dataset to the NW. 
· FFS: How model ID is determined/assigned for each AI/ML model (including relationship between dataset and model ID)
· Note: Some step(s) may not be needed for MI-Option2
· Note: The above example is based on the assumption of NW-first training. It is separate discussion for the assumption of UE-first training. 
· Note: The study should consider the impact on inter-vendor collaboration, at least including complexity, performance, interoperability in RAN4/testing related aspects and feasibility.
· FFS: whether/how to consider UE-side additional condition(s) for the dataset

2.1.2	Remaining Open issues
· Finalize specification support for beam management 
· Finalize specification support for positioning accuracy enhancements
· Complete additional study on CSI prediction
· Complete additional study on CSI compression
· Complete additional study on other aspects of AI/ML model and data with RAN1 impact

2.2	RAN2
2.2.1	Agreements
2.2.1.1	RAN2#125bis
2.2.1.1.1	LCM for NW-sided model
RAN2#125bis discussed LCM for NW-sided model and made the following agreements:
· RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)
· RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data.
· RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
· RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
· For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
· There is no specification impact associated to gNB-side model inference, depending on further RAN1 input
· FFS whether there is specification impact associated to gNB-side model monitoring.

Related to LCM for NW-sided model for positioning, the following agreements were made:
· For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a [see TR 38.843 section 5.3 for details of positioning cases 1, 2a, 2b, 3a, 3b] and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs. 
· For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.
2.2.1.1.2	LCM for UE-sided model
RAN2#125bis discussed LCM for UE-sided model and made the following agreements:
· Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.
· Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
· Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message
· Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality
· FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
· For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).
· “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19

2.2.1.1.3	NW side data collection
RAN2#125bis discussed NW-side data collection and made the following agreements:
· For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches
· We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
· RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT
2.2.1.1.4	UE side data collection
RAN2#125bis discussed UE side data collection and made the following agreements:
· Need to better define what is control of data collection in MNO and visibility of data content in MNO.
· Understanding is that OTT is outside of MNO

2.2.1.2	RAN2#126
2.2.1.2.1	LCM for NW-sided model for Beam Management use case
RAN2#126 discussed LCM for NW-sided model for Beam Management use case and made the following agreements:
· For the network-side model, required network side additional condition is left up to the network implementation
· RAN2 will wait for RAN1 for any required UE side additional conditions
· For network-sided model for BM use case, RAN2 confirms that UE inputs for inference at network-sided model will rely on L1 signaling, RAN2 will not further spend time on this aspect.
· The gNB is responsible for monitoring its own performance.  RAN2 will work on RAN2 specifications enhancements associated to gNB-side model monitoring, only based on RAN1 inputs, if any
2.2.1.2.2	LCM for UE-sided model for Beam Management use case
RAN2#126 discussed LCM for UE-sided model for Beam Management use case and made the following agreements:
· RAN2 will support functionality activation/deactivation after inference configuration.   FFS initial state of configuration and how activation/deactivation is achieved.   FFS what Deactivation refers to:  examples discussed: 1) fallback to legacy 2) switching, etc
· We will work offline on the definitions for functionality types and define what is availability.
· The UE will indicate the gNB/LMF whether the AI/ML functionality is available/applicable.   For a functionality to be applicable at least there should at least one model available within it.   FFS other details on what is applicability/non-applicability.
· For NW-side additional conditions, RAN2 assumes that RRC signaling from gNB to UE can be designed for consistency between inference and training.  RAN2 will wait for RAN1 input for further details.   FFS if the same applies to positioning
· For BM use case, As a baseline the UE determines whether a functionality is applicable.  Existing UAI framework is used at least for proactive reporting of applicable functionality.  FFS reactive
2.2.1.2.3	LCM for Positioning use case
RAN2#126 discussed LCM for positioning use case and made the following agreements:
· RAN2 to await RAN1 progress to determine need for any specification work on AI/ML positioning Case 3a and Case 3b.
· The LPP Capability Transfer procedures (RequestCapabilities/ProvideCapabilities messages) are used to indicate supported AI/ML positioning capabilities.  FFS how to handle dynamic capabilities, depending on further RAN1 progress and understanding of the functionality.
· Wait for RAN1 for associate ID discussion
· At least for Case 1, existing LPP procedures related to Location Information Transfer (RequestLocationInformation/ ProvideLocationInformation messages) are used for providing the results of the UE sided model inference operation.  FFS further details on signaling enhancements
2.2.1.2.4	NW-side data collection
RAN2#126 discussed NW-side data collection and made the following agreements:
· For gNB centric and OAM centric (for RRC signaling between UE and gNB), reporting multiple instances of logged L1 measurement result from UE to gNB via a RRC message as configured by gNB is an optional feature.  FFS how to handle case when single RRC message is not sufficient.   FFS if there will be any further enhancement needed pending RAN1 agreement.
· Immediate MDT is the baseline framework for OAM-centric data collection for the training of a network-sided model
· Enhance the immediate MDT framework to support periodical reporting.   FFS whether and what event-based reporting is supported and FFS on network request reporting
2.2.1.2.5	UE side data collection
RAN2#126 discussed UE-side data collection and made the following agreements:
· Solution 1a [see TR 38.843 section 7.2.1.3.2 for details on solution 1a, 1b, 2, 3] has no specification impact
· For the options identified to realize the different levels of data content visibility:
· Full visibility for standardized data content.
· Partial visibility for partially standardized data content.
· No standardized visibility
· To capture a NOTE in the TR that RAN2 discussed that visibility can be achieved as per SLA only but is outside of the scope of our discussions
· Capture the privacy concerns from different stakeholders as informative annexes in the TR. All the options (1a, 1b, 2, 3) should respect those privacy concerns. Details are up to TR rapporteur.

Further, it was agreed to capture the table below in TR (Rapporteur will clean up and refine and review over email):

	Aspects
	1a) OTT (3GPP Transparent)
	1b) The server for training data collection for UE-side models (3GPP non-transparent)
	2. Transfer via Core Network
	3. Transfer via OAM

	First termination entity
	OTT server
	The server for data collection for UE-side model training
	Inside the CN (e.g., LMF)
	Inside OAM domain

	AI/ML-specific Data Transfer Path
	UE to OTT server via either 3GPP or non-3GPP network
	UE-> CN ->Server for data collection for UE-side model training/OTT server
(Note 4)
	UE-> CN -> Server for data collection for UE-side model training/OTT server
(Note 4)
	UE->gNB->OAM-> Server for data collection for UE-side model training/OTT server

	UP/CP tunnel
	UP tunnel
	UP tunnel 
	CP tunnel (provided the data volume remains within the NAS signalling capacity)
FFS: UP tunnel
	CP tunnel (provided the data volume remains within the RRC signalling capacity)
FFS: UP tunnel

	Protocol layer for data transfer
	Application layer
	Application layer
	NAS layer for CP tunnel
FFS: the protocol layer for UP tunnel
	RRC layer for CP tunnel
FFS: the protocol layer for UP tunnel

	Controllability of MNO on data transfer
	No AI/ML specific controllability
	Has controllability
FFS: level of controllability
	Full controllability (Note 1)
	Full controllability (Note 1)

	Control granularity by NW
	NA, the OTT server can directly request data from the UE.
	Example: per PDU sessions 
	NAS procedure, FFS impact to other layers
	RRC procedure

	Possible Options for Visibility of data content in MNO and Data format (Note 2, Note 3) 
	No standardized visibility

	FFS 
	Opt A) Full visibility for standardized data content.
FFS Opt B) Partial visibility for partially standardized data content. 
FFS Opt C) No standardized visibility
FFS: meaning of ‘partial/partially’ 
SAME for OPTION 3 
	Full visibility for standardized data content.
Partial visibility for partially standardized data content
No standardized visibility
FFS: meaning of ‘partial/partially’ and how to achieve different levels of visibility 

	Involved WGs
	NA
	SA2, SA3, RAN2
	SA2, SA3, RAN3 RAN2, CT1 and CT3
	RAN2, RAN3, SA3, SA5, FFS SA2

	· Note 1: Full controllability: The MNO has the capability to manage data transfer to the server for UE-side data collection. This includes initiating, terminating, and fully managing data transfer. (Subject to refinement and modification)
· Note 2: Visibility of data content signifies the capability of the MNO to, at least, be aware of, access, and comprehend the data during transfer. (Subject to refinement and modification, the scope does not exclude additional requisites, such as the ability to modify the collected data.) 
· Note 3: For Solution 1b, 2/3, the following options are identified to realize the different levels of data content visibility if different levels of data content visibility to MNO are considered. FFS on the data content visibility via SLA.
· Full visibility for standardized data content.
· Partial visibility for partially standardized data content.
· No visibility for non-standardized data content.
· Note 4: The potential involvement of NF or other higher layers entities/functionalities should be discussed in other WGs.



2.2.2	Remaining open issues
Related to the topic of LCM for NW-sided model for Beam Management use case, RAN2 can wait for further progress in RAN1 in order to assess impacts, if any, in RAN2 specifications.

Related to the topic of LCM for UE-sided model for Beam Management use case, RAN2 can continue the discussion on the following topics:
· Proactive/Reactive approaches for the UE to indicate applicability/non-applicability of the AIML functionalities
· Mechanisms for activation/deactivation of AIML functionalities, and fallback/switching
· Related to UE-side model training, how to enable the UE to perform data collection
· Related to UE-side model inference, how to ensure consistency between training and inference based on RAN1 progress.
· Related to UE-side model monitoring, evaluates RAN2 specification impacts, if any, based on RAN1 progress

Related to the topic of LCM for Positioning use case, RAN2 can continue the discussion on the following topics:
· Handling of dynamic capabilities.
· Continue progressing on the LCM for the 1st priority cases, and, based on RAN1 progress, on the 2nd priority cases

Related to the topic of NW-side data collection, RAN2 can continue the discussion on the following topics:
· Continue RAN2 impact evaluation of measurement configuration and reporting mechanisms for the data collection

Related to the topic of UE-side data collection, RAN2 can continue the discussion on the following topics:
· Address the FFS in the table above, including, e.g. controllability of the data collection procedure and visibility of the collected data for the various options.
· Consolidate and finalize the TR before RAN#105.
2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.1.1	RAN4#110bis
Issue 1-3: Testing environment/framework

Agreement:
· Both static and non-static scenarios/configurations could be needed for AI testing
· RAN4 will further discuss how to use them case by case
· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.

Issue 2-1: Metrics/KPIs for Beam Management requirements/tests

Agreement:
· Companies are invited to provide inputs/proposals to refine the definition of RSRP accuracy 
· Hold on the discussions for concrete test metrics until RAN1 had conclusions on the schemes.

Issue 3-1: Requirements for case 1

Agreement: 
· postpone discussion until reporting scheme(if defined) is clear.  if reporting scheme is introduced, RAN4 will further discuss whether to define requirements or not.
· RAN4 will not define any accuracy requirements if no reporting scheme is introduced

Issue 4-2: Reference and test encoder/decoder

Agreement: 
Test decoder definition:
Test decoder(for UE side test): the decoder to be used in RAN4 tests and implemented in TE. it will be captured in the specifications if necessary (for example, for Option 3 it would be explicitly captured in the specifications)
test decoder definition covers both Option 3 and Option 4
Companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions.

Issue 4-3: Option 3 split
Common understanding:
RAN4 is currently discussing the feasibility of deriving a test decoder, discussion/decision on whether multiple decoders would be needed for different tests can happen later if needed.

Issue 4-4: RAN4 – RAN1 Coordination
RAN4 continues to discuss Option 3 and 4 and can review/discuss RAN1 agreements on interoperability if there will be any

Issue 4-7: Option 3 for 2-sided model
In order to consider model performance with more concrete details, companies are encouraged to bring parameters/values proposals, considering RAN4 existing test configuration or RAN1 baseline scenario captured in TR 38.843 in Table 6.2.1-2 for example.
Companies to report model type used, input/output type (e.g., eigenvectors, raw channel matrix), training collaboration type and latent message size.
2.4.1.2	RAN4#111
Issue 1-1: Post deployment testing
Interested companies are invited to bring analysis on the feasibility of the options proposed so far.

Issue 1-2: Static and non-static conditions
Chair: It is not expected that companies continue discussing this topic under the general agenda for AI/ML.

Issue 1-4: Inference latency handling

Agreement: 
Use the following as the starting point
· Inference latency can be implicitly captured in the delay of corresponding procedures (e.g. reporting delay) and/or performance requirements.
· Inference latency is part of delay of the corresponding procedure and no separate requirement will be specified for inference latency.
· Check the above bullets based on per use case, and if other WGs define the inference latency, RAN4 can revisit the above bullets.

Issue 1-5: LCM Requirements 

Agreement:
RAN4 considers defining RRM requirements for LCM procedures based on the specific use cases (beam management and positioning), and candidates are:
· identification
· selection
· activation
· deactivation
· switching
· fallback to non-AI operation
· performance monitoring
· Others are not precluded

Issue 1-6: Legacy RRM requirements handling

Agreement: 
· UE shall meet all legacy RRM requirements (non-AI/ML) even during the AI/ML operation mode.

Topic #2: Testability and interoperability issues for beam management

Issue 2-3: Reported measurements and ground truth

Agreement:
· The ground truth for the predicted RSRP is the ideal measurement of RSRP on the predicted Tx beam
· In RAN4, the ground truth is the approximate as the reported RSRP measurement under the certain SNR on the predicted Tx beam
· FFS on SNR level to ensure that SNR is high enough for sufficient accuracy of reported RSRP
· FFS on impact of multiple-AoA test setup
· FFS on the channel condition
· FFS on whether the ground truth will be changing or not
· Other solutions are not precluded

Issue 2-5: Test setup needs

Agreement:
maximum number of set B Tx beams that test system should be able to emulate: [8-16]
maximum number of set A Tx beams that test system should be able to emulate:  [64-128] 
FFS on AoAs
UE rotation during the test: FFS
UE rotation/repositioning between different tests: Yes

Issue 2-6:	Datasets for training/testing

Agreement:
· Vendors may take into account the test environment/conditions defined by RAN4 when training the UE 
· sufficient test environment/conditions should be defined to enable vendors to create the data needed for training
· FFS on proposals to augment training data to avoid overfitting of UE models to the test environment
· RAN4 to strive to make the test conditions similar to field deployment conditions

Topic #3:Testability and interoperability issues for positioning accuracy enhancement

Issue 3-2: Requirements for case 2a

Agreement:
No requirements on LMF for positioning accuracy
FFS on RAN4 requirements for any UE reported measurements defined by other groups

Issue 3-3: Requirements for case 2b

Agreement:
No requirements on LMF for positioning accuracy
FFS on RAN4 requirements for any UE reported measurements defined by other groups

Topic #4: Testability and interoperability issues for CSI compression and CSI prediction

Issue 4-1: Reference encoder/decoder

Agreement:
Reference encoder:
The reference encoder is used in RAN4 discussions at least for simulation alignment/requirement derivation, test decoder derivation and/or test decoder verification. It could be documented (in TR, WF, etc) or captured in the specifications as necessary.
Reference decoder:
The reference decoder is used in RAN4 discussions at least for simulation alignment/requirement derivation and/or verification of the decoder implemented by the TE. It could be documented (in TR, WF, etc) or captured in the specifications as necessary.
For option 3, for each test, a test decoder needs to be captured in the specs, a reference encoder might be needed to derive the test decoder and/or requirements and/or to validate the test decoder implementation in the TE. the same decoder might be used in multiple tests or each test could have a difference decoder.
	In option 3 the Reference decoder is the test decoder.
For option 4, there might be a need to have reference encoder and/or reference decoder

Issue 4-3: Decoder parameters 

Agreement:
Parameters agreed are just for the feasibility study of testing options. 
If/when RAN4 discusses requirement definition, RAN4 will define a new test decoder which may or may not reuse any of the parameters agreed in the feasibility study.

Issue 4-4: Simulation parameters for Option 3

The following test decoder derivation procedure options were discussed:
· Option 1
companies bring encoder + decoder set based on agreed parameters. RAN4 chooses one of the decoders and interested companies further check if an encoder can be trained with this decoder to obtain similar performance/complexity (or other evaluation criteria)
· Option 2
companies bring training data for encoder + decoder pair, interested companies train an encoder + decoder pair based on the aggregated dataset from all companies to check decoder derivation feasibility and performance/complexity (or other evaluation criteria)
RAN4 agrees to work on option 1.
Interested companies are invited to bring further feasibility analysis for Option 2 

Agreement:
· Choose MLP and CNN for further evaluation.
· The AI/ML model parameters in the WF are for information and will be further discussed in the email discussions.
· Qualcomm will organize the email discussions before RAN#104 and target at concluding in June

2.4.2	Remaining Open issues
· General aspects
· Post deployment handling
· Static and non-static conditions
· Combinations of features/capabilities
· Test data handling
· Testing goals updated
· Reference block diagrams
· Diagram of RAN4 AI/ML requirements/testing framework
· Definitions of RAN4-related terms in the TR
· Testability and interoperability issues for beam management 
· Metrics/KPIs for CSI requirements/tests
· Measurement accuracy
· Test setup feasibility for FR12
· Channel models
· Ground truth vs. UE reported measurements
· Datasets for training/testing
· Consistency
· Measurement error impact
· UE reporting for network side models
· Testability and interoperability issues for positioning accuracy enhancement
· Requirements for case 1
· Requirements for case 3a/3b
· Requirements for measurements and reported metrics/values
· KPIs for case 1
· KPIs for case 3a/3b
· Requirements for case 2a/2b
· Testability and interoperability issues for CSI compression and CSI prediction
· CSI Prediction Accuracy metrics
· Testing options for 2-sided model
· Reference encoder/decoder
· Option 3 for 2-sided model
· Option 4 for 2-sided model
· Comparison table
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
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NOTE:	This can be e.g. a list of all related Tdocs in the affected WGs since last TSG, references to LSs, produced TRs/TSs, the work/study item description or status reports of previous TSGs.
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R1-2403051	Discussion on Specification Support for Beam Management	CEWiT
R1-2403131	Discussion on AI/ML based beam management	KT Corp.
R1-2403141	Specification support for beam management	KDDI Corporation
R1-2403157	Discussions on AI/ML for beam management	CAICT
R1-2403182	Specification support for AI-ML-based beam management	Qualcomm Incorporated
R1-2403232	Discussion on AI/ML for beam management	NTT DOCOMO, INC.
R1-2403299	Discussions on specification support for beam management	Sharp
R1-2403367   Discussions on Specification Support of AI/ML for Beam Management	Indian Institute of Tech (M), IIT Kanpur

// Specification support for positioning accuracy enhancement
R1-2403740	Summary #6 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403462 	Summary #5 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403461 	Summary #4 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403460 	Summary #3 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403459 	Summary #2 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403458	Summary #1 of specification support for positioning accuracy enhancement 	Moderator (Ericsson)
R1-2401984	AI/ML for Positioning Accuracy Enhancement	Ericsson Inc.
R1-2402024	Discussion on  AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2402039	AI/ML positioning accuracy enhancement	Fraunhofer IIS, Fraunhofer HHI
R1-2402145	Specification support for AI/ML for positioning accuracy enhancement	Intel Corporation
R1-2402231	Specification support for positioning accuracy enhancement	vivo
R1-2402264	Discussion on specification support for AI/ML positioning accuracy enhancement	ZTE, Pengcheng laboratory
R1-2402269	Discussion on specification support for positioning accuracy enhancement	TCL
Withdrawn
R1-2402277	AI/ML based Positioning	Google
R1-2402317	On specification for AI/ML-based positioning accuracy enhancements	OPPO
R1-2402367	Specification support for AI/ML-based positioning accuracy enhancement	CATT, CICTCI
R1-2402492	Discussion for supporting AI/ML based positioning accuracy enhancement	Samsung
R1-2402554	Discussion on specification support for positioning accuracy enhancement	CMCC
R1-2402650	Discussion on AI/ML-based positioning accuracy enhancement	Xiaomi
R1-2402764	Discussion on specification support for AI/ML based positioning accuracy enhancement	NEC
R1-2402787	Discussion on specification support for AI/ML positioning accuracy enhancement	Fujitsu
R1-2402799	Design for AI/ML based positioning	MediaTek Korea Inc.
R1-2402847	Specification support for AI-enabled positioning	NVIDIA
R1-2402870	On AI/ML for Positioning Accuracy Enhancement	Apple
R1-2402913	Discussion on support for AIML positioning	InterDigital, Inc.
R1-2402919	Specification impacts for Enhanced Positioning	Lenovo
R1-2402958	Discussion on supporting AI/ML for positioning	Sony
R1-2402997	AI/ML for Positioning Accuracy Enhancement	Nokia
R1-2403012	Discussion on specification support for positioning accuracy enhancement	ETRI
R1-2403035	Discussion on specification support for positioning accuracy enhancement	TCL
R1-2403052	Discussion on specification support for AI/ML Positioning Accuracy enhancement	CEWiT
R1-2403183	Specification support for AI-ML-based positioning accuracy enhancement	Qualcomm Incorporated
R1-2403233	Discussion on AI/ML for positioning accuracy enhancement	NTT DOCOMO, INC.
R1-2403300	Discussions on specification support for AI/ML based positioning accuracy enhancements	Sharp

// Additional study on AI/ML for NR air interface: CSI prediction
R1-2403483	Summary #3 of CSI prediction	Moderator (LG Electronics)
R1-2403482	Summary #2 of CSI prediction	Moderator (LG Electronics)
R1-2403481	Summary #1 of CSI prediction	Moderator (LG Electronics)
R1-2402025	Discussion on AI/ML for CSI prediction	Huawei, HiSilicon
R1-2402095	Discussion on AIML for CSI prediction	Spreadtrum Communications
R1-2402146	AI/ML for CSI prediction	Intel Corporation
R1-2402232	Discussion on CSI prediction	vivo
R1-2402265	Discussion on study for AI/ML CSI prediction	ZTE
R1-2402278	AI/ML based CSI Prediction	Google
R1-2402318	Additional study on AI/ML-based CSI prediction	OPPO
R1-2402368	Additional study on AI/ML-based CSI prediction	CATT
R1-2402454	Discussion for further study on AI/ML-based CSI prediction	Samsung
R1-2402494	AI/ML for CSI prediction	Ericsson
R1-2402505	Discussion on AI/ML-based CSI prediction	China Telecom
R1-2402535	AI/ML for CSI prediction	Mavenir
R1-2402555	Discussion on AI/ML for CSI prediction	CMCC
R1-2402629	Study on CSI prediction	LG Electronics
R1-2402651	Discussion on one side AI/ML model based CSI prediction	Xiaomi
R1-2402749	Discussion on AI/ML for CSI prediction	Panasonic
R1-2402765	Discussion on CSI prediction	NEC
R1-2402788	Discussion on CSI prediction with AI/ML	Fujitsu
R1-2402842	Discussion on AI/ML-based CSI prediction	InterDigital, Inc.
R1-2402848	Additional study on AI-enabled CSI prediction	NVIDIA
R1-2402871	Discussion on AI based CSI prediction	Apple
R1-2402920	On AI/ML for CSI prediction	Lenovo
R1-2402959	Discussions on cell/site-specific CSI prediction	Sony
R1-2402998	AI/ML for CSI Prediction	Nokia
R1-2403053	Discussion on  AI/ML for CSI Prediction	CEWiT
R1-2403075	Additional Study on AI/ML for CSI Prediction	MediaTek
R1-2403096	Discussion on AI/ML for CSI prediction	SK Telecom
R1-2403146	Discussion on AI/ML for CSI prediction	AT&T
R1-2403184	Additional study on CSI prediction	Qualcomm Incorporated
R1-2403234	Discussion on AI/ML for CSI prediction	NTT DOCOMO, INC.
R1-2403379	Discussion on study of AI/ML for CSI prediction	IIT Kanpur, Indian Institute of Tech (M)

// Additional study on AI/ML for NR air interface: CSI compression
R1-2403504 	FL summary#4 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2403503	 FL summary#3 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2403502 	FL summary#2 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2403501 	FL summary#1 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2403500	FL summary#0 for Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2402026	Discussion on AI/ML for CSI compression	Huawei, HiSilicon
R1-2402053	Discussion on improving trade-off between performance and complexity/overhead for AI/ML-based temporal-domain CSI feedback compression.	FUTUREWEI
R1-2402096	Discussion on AIML for CSI compression	Spreadtrum Communications
R1-2402147	AI/ML for CSI compression	Intel Corporation
R1-2402233	Discussion on CSI compression	vivo
R1-2402266	Discussion on study for AI/ML CSI compression	ZTE
R1-2402279	AI/ML based CSI Compression	Google
R1-2402319	Additional study on AI/ML-based CSI compression	OPPO
R1-2402369	Additional study on AI/ML-based CSI compression	CATT
R1-2402455	Discussion for further study on AI/ML-based CSI compression	Samsung
R1-2402495	AI/ML for CSI compression	Ericsson
R1-2402506	Discussion on AI/ML-based CSI compression	China Telecom
R1-2402526	Discussion on CSI compression for AI/ML	BJTU
R1-2402556	Discussion on AI/ML for CSI compression	CMCC
R1-2402630	Study on CSI compression	LG Electronics
R1-2402652	Discussion on two-sided AI/ML model based CSI compression	Xiaomi
R1-2402750	Discussion on AI/ML for CSI compression	Panasonic
R1-2402766	Discussion on CSI compression	NEC
R1-2402789	Discussion on CSI compression with AI/ML	Fujitsu
R1-2402843	Discussion on AI/ML-based CSI compression	InterDigital, Inc.
R1-2402849	Addtional study on AI-enabled CSI compression	NVIDIA
R1-2402872	Discussion on AI based CSI compression	Apple
R1-2402921	On AI/ML for CSI compression	Lenovo
R1-2402960	Discussion on CSI compression	Sony
R1-2402999	AI/ML for CSI Compression	Nokia
R1-2403013	Discussion on AI/ML for CSI compression	ETRI
R1-2403054	Discussion on  AI/ML for CSI Compression	CEWiT
R1-2403076	Additional Study on AI/ML for CSI Compression	MediaTek
R1-2403100	Discussion on AI/ML for CSI compression	SK Telecom
R1-2403147	Discussion on AI/ML for CSI compression	AT&T
R1-2403158	Discussions on AI/ML for CSI feedback	CAICT
R1-2403185	Additional study on CSI compression	Qualcomm Incorporated
R1-2403235	Discussion on AI/ML for CSI compression	NTT DOCOMO, INC.
R1-2403279	AI/ML based CSI compression	ITL
R1-2403336	Discussion on the AI/ML for CSI Compression	Fraunhofer IIS, Fraunhofer HHI
R1-2403380	Discussion on study of AI/ML for CSI compression	IIT Kanpur, Indian Institute of Tech (M)
R1-2403381	Discussion on Additional Study of AI/ML for CSI Compression	Indian Institute of Tech (M), IIT Kanpur

// Additional study on AI/ML for NR air interface: Other aspects of AI/ML model and data
R1-2403490 	Summary#2 for other aspects of AI/ML model and data Moderator (OPPO)
R1-2403489	Summary#1 for other aspects of AI/ML model and data Moderator (OPPO)
R1-2402027	Discussion on other aspects of the additional study for AI/ML	Huawei, HiSilicon
R1-2402052	Discussion on other aspects of AI/ML model and data on AI/ML for NR air-interface				FUTUREWEI
R1-2402057	Discussion on other aspects of AI/ML	Ericsson
R1-2402097	Discussion on other aspects of AI/ML model and data	Spreadtrum Communications
R1-2402148	Other study aspects of AI/ML for air interface	Intel Corporation
R1-2402234	Other aspects of AI/ML model and data	vivo
R1-2402267	Discussion on study for other aspects of AI/ML model and data	ZTE
R1-2402280	AI/ML Model and Data	Google
R1-2402320	Additional study on other aspects of AI/ML model and data	OPPO
R1-2402370	Additional study on other aspects of AI/ML model and data	CATT, CICTCI
R1-2402456	Discussion for further study on other aspects of AI/ML model and data	Samsung
R1-2402557	Discussion on other aspects of AI/ML model and data	CMCC
R1-2402631	Discussion on other aspects of AI/ML model and data	LG Electronics
R1-2402653	Further study on AI/ML model and data	Xiaomi
R1-2402695	Discussion on other aspects for AI/ML for air interface	Panasonic
R1-2402757	Discussion on other aspects of AI/ML model and data	NEC
R1-2402790	Discussion on other aspects of AI/ML model and data	Fujitsu
R1-2402800	View on AI/ML model and data	MediaTek Korea Inc.
R1-2402801	Discussion on other aspects of AI/ML model and data	Continental Automotive
R1-2402844	Discussion on other aspects of AI/ML model and data	InterDigital, Inc.
R1-2402850	Additional study on other aspects of AI model and data	NVIDIA
R1-2402873	Discussion on other aspects of AI/ML model and data	Apple
R1-2402922	On aspects of AI/ML model and data framework	Lenovo
R1-2403000	Other Aspects of AI/ML Model and Data	Nokia
R1-2403014	Discussion on other aspects of AI/ML model and data	ETRI
R1-2403148	Other Aspects of AI/ML framework	AT&T
R1-2403186	Other aspects of AI/ML model and data	Qualcomm Incorporated
R1-2403236	Discussion on other aspects of AI/ML model and data	NTT DOCOMO, INC.

4.1.2	RAN1#117
// Specification support for beam management
R1-2405679	FL summary #3 for AI/ML in beam management	Samsung (Moderator)
R1-2405430	FL summary #3 for AI/ML in beam management	Samsung (Moderator)
R1-2405429	FL summary #2 for AI/ML in beam management	Samsung (Moderator)
R1-2405428	FL summary #1 for AI/ML in beam management	Samsung (Moderator)
R1-2405427	FL summary #0 for AI/ML in beam management	Samsung (Moderator)
R1-2403866	Discussion on specification support for beam management	FUTUREWEI
R1-2403914	AIML for beam management	Ericsson
R1-2403929	Discussion on AI/ML for beam management 	Huawei, HiSilicon
R1-2403973	Specification support for AI/ML for beam management	Intel Corporation
R1-2403998	Discussions on AIML for beam management	New H3C Technologies Co., Ltd.
R1-2403999	Discussion on AI/ML beam management	TCL
R1-2404015	Discussion on AIML for beam management	Spreadtrum Communications
R1-2404137	Discussion for supporting AI/ML based beam management 	Samsung
R1-2404165	Specification support for beam management	vivo
R1-2404272	Discussion on AI/ML-based beam management	Apple
R1-2404311	Discussion on AI/ML for beam management	InterDigital, Inc.
R1-2404384	Discussion on AI/ML for beam management	CATT
R1-2404421	Discussion on specification support for AI/ML beam management	China Telecom
R1-2404444	Discussion on specification support for beam management	CMCC
R1-2404490	Discussions on AI/ML for beam management	Sony
R1-2404525	AI/ML specification support for beam management	Lenovo
R1-2404536	Specification support for AI-enabled beam management	NVIDIA
R1-2404546	Discussions on AI/ML for beam management	LG Electronics
R1-2404567	Discussion on specification support for beam management	Panasonic
R1-2404582	Discussion on specification support on AI/ML for beam management	Fujitsu
R1-2404601	Specification support for beam management	Xiaomi
R1-2404655	Discussion on specification support for beam management	NEC
R1-2404682	AI/ML based Beam Management	Google
R1-2404701	Discussion on specification support for AI/ML beam management	ZTE
R1-2404721	Discussions on AI/ML for beam management	CAICT
R1-2404737	Discussion on AI/ML based beam management	Hyundai Motor Company
R1-2404766	Discussion on specification support for beam management	ETRI
R1-2404802	Prediction of untransmitted beams in a UE-side AI-ML model	Rakuten Mobile, Inc
R1-2404877	On specification for AI/ML-based beam management	OPPO
R1-2404903	Specification support for beam management	Fraunhofer HHI, Fraunhofer IIS
R1-2404904	AI/ML for Beam Management	Nokia
R1-2405030	Discussion on AI/ML for beam management	NTT DOCOMO, INC.
R1-2405068	Discussions on specification support for beam management	Sharp
R1-2405087	Discussion on specification support for AI/ML-based beam management	MediaTek Inc.
R1-2405096	Discussion on AI/ML based beam management	KT Corp.
R1-2405121	Discussions on specification support for beam management	Ruijie Networks Co. Ltd
R1-2405143	Specification support for AI-ML-based beam management	Qualcomm Incorporated
R1-2405223	Specification support for AI/ML beam management	ITL
R1-2405234	Discussion on Specification Support for Beam Management	CEWiT
R1-2405284	Discussions on Specification Support of AI/ML for Beam Management	Indian Institute of Tech (M), IIT Kanpur
R1-2405336	Specification support for beam management	KDDI Corporation

// Specification support for positioning accuracy enhancement
R1-2405578	Final Reply LS on data collection to enable ML model training and inference in 5GC for Direct AI/ML based positioning	RAN1
R1-2405577	[Draft] Reply LS on data collection to enable ML model training and inference in 5GC for Direct AI/ML based positioning	Ericsson
R1-2405389	Summary #5 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2405388	Summary #4 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2405387	Summary #3 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2405386	Summary #2 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2405385	Summary #1 of specification support for positioning accuracy enhancement	Moderator (Ericsson)
R1-2403898	AI/ML for Positioning Accuracy Enhancement	Ericsson
Late submission
R1-2403930	Discussion on AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2403974	Specification support for AI/ML for positioning accuracy enhancement	Intel Corporation
R1-2404002	Discussion on specification support for positioning accuracy enhancement	TCL
R1-2404138	Discussion for supporting AI/ML based positioning accuracy enhancement	Samsung
R1-2404166	Specification support for positioning accuracy enhancement	vivo
R1-2404273	Discussion on Specification Support for AI/ML-based positioning	Apple
R1-2404316	AI/ML positioning accuracy enhancement                                              	Fraunhofer IIS, Fraunhofer HHI
R1-2404347	Discussion on specification support for positioning accuracy enhancement	Lekha Wireless Solutions
Late submission
R1-2404385	Discussion on AI/ML for positioning accuracy enhancement	CATT, CICTCI
R1-2404445	Discussion on specification support for positioning accuracy enhancement	CMCC
R1-2404478	Specification support for positioning accuracy enhancement 	Quectel
R1-2404491	Discussion on Specification Support for AI/ML Positioning	Sony
R1-2404526	Specification impacts for Enhanced Positioning	Lenovo
R1-2404537	Specification support for AI-enabled positioning	NVIDIA
R1-2404583	Discussion on specification support for AI/ML positioning accuracy enhancement	Fujitsu
R1-2404602	Discussion on AI/ML-based positioning accuracy enhancement	Xiaomi
R1-2404650	Discussion on support for AIML positioning	InterDigital, Inc.
R1-2404659	Discussion on specification support for AI/ML based positioning accuracy enhancement	NEC
R1-2404683	AI/ML based Positioning	Google
R1-2404763	Design for AI/ML based positioning	MediaTek Korea Inc.
R1-2404767	Discussion on specification support for positioning accuracy enhancement	ETRI
R1-2404878	On specification for AI/ML-based positioning accuracy enhancements	OPPO
R1-2404905	AI/ML for Positioning Accuracy Enhancement	Nokia
R1-2405031	Discussion on AI/ML for positioning accuracy enhancement	NTT DOCOMO, INC.
R1-2405069	Discussion on specification support for AI/ML based positioning accuracy enhancements	Sharp
R1-2405120	Discussion on specification support for AI/ML positioning accuracy enhancement	ZTE, Pengcheng laboratory
R1-2405144	Specification support for AI-ML-based positioning accuracy enhancement	Qualcomm Incorporated
R1-2405235	Discussion on specification support for AI/ML Positioning Accuracy enhancement	CEWiT
R1-2405277	Discussions on positioning accuracy enhancement for AI/ML	ITL
R1-2405283	Discussion on Specification Support of AI/ML for Positioning Accuracy Enhancement	Indian Institute of Tech (M), IIT Kanpur


// Additional study on AI/ML for NR air interface: CSI prediction
R1-2405492	Summary #4 of CSI prediction	Moderator (LG Electronics)
R1-2405491	Summary #3 of CSI prediction	Moderator (LG Electronics)
R1-2405490	Summary #2 of CSI prediction	Moderator (LG Electronics)
R1-2405489	Summary #1 of CSI prediction	Moderator (LG Electronics)
R1-2403909	AI/ML for CSI prediction	Ericsson
R1-2403931	Discussion on AI/ML for CSI prediction 	Huawei, HiSilicon
R1-2403975	AI/ML for CSI prediction	Intel Corporation
R1-2404016	Discussion on AIML for CSI prediction	Spreadtrum Communications, BUPT
R1-2404053	Discussion on AI/ML-based CSI prediction	InterDigital, Inc.
R1-2404103	Discussion for further study on AI/ML-based CSI prediction	Samsung
R1-2404167	Discussion on CSI prediction	vivo
R1-2404274	Discussion on AI based CSI prediction	Apple
R1-2404386	Study on AI/ML for CSI prediction	CATT
R1-2404422	Discussion on AI/ML-based CSI prediction	China Telecom
R1-2404446	Discussion on AI/ML for CSI prediction	CMCC
R1-2404492	Discussion on CSI prediction inference in AI/ML	Sony
R1-2404527	On AI/ML for CSI prediction	Lenovo
R1-2404538	Additional study on AI-enabled CSI prediction	NVIDIA
R1-2404547	Study on CSI prediction	LG Electronics
R1-2404569	Discussion on AI/ML for CSI prediction	SK Telecom
R1-2404584	Discussion on CSI prediction with AI/ML	Fujitsu
R1-2404603	Discussion on AI/ML model based CSI prediction	Xiaomi
R1-2404653	Discussion on CSI prediction	NEC
R1-2404684	AI/ML based CSI Prediction	Google
R1-2404702	Discussion on study for AI/ML CSI prediction	ZTE
R1-2404744	Discussion on AI/ML for CSI prediction	Panasonic
R1-2404810	Varying CSI feedback granularity based on channel conditions	Rakuten Mobile, Inc
R1-2404879	Additional study on AI/ML-based CSI prediction	OPPO
R1-2404906	AI/ML for CSI Prediction	Nokia
R1-2405015	Discussion on AI/ML for CSI prediction	AT&T
R1-2405032	Discussion on AI/ML for CSI prediction	NTT DOCOMO, INC.
R1-2405088	Additional Study on AI/ML for CSI Prediction	MediaTek Inc.
R1-2405125	AI/ML for CSI prediction	Mavenir
R1-2405145	Additional study on CSI prediction	Qualcomm Incorporated
R1-2405236	Discussion on AI/ML for CSI Prediction	CEWiT
R1-2405290	Discussion on study of AIML for CSI prediction	IIT Kanpur, Indian Institute of Tech (M)

// Additional study on AI/ML for NR air interface: CSI compression
R1-2405417	Summary of Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2405416	Summary of Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2405415	Summary of Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2405414	Summary of Additional study on AI/ML for NR air interface: CSI compression	Moderator (Qualcomm)
R1-2403867	Discussion on additional study on AI/ML for NR air interface for CSI compression				FUTUREWEI
R1-2403897	AI/ML for CSI Compression	Tejas Networks Limited
R1-2403910	AI/ML for CSI compression	Ericsson
R1-2403932	Discussion on AI/ML for CSI compression	Huawei, HiSilicon
R1-2403976	AI/ML for CSI compression	Intel Corporation
R1-2404000	Discussion on AI/ML CSI compression	TCL
R1-2404017	Discussion on AIML for CSI compression	Spreadtrum Communications, BUPT
R1-2404054	Discussion on AI/ML-based CSI compression	InterDigital, Inc.
R1-2404104	Discussion for further study on AI/ML-based CSI compression	Samsung
R1-2404168	Discussion on CSI compression	vivo
R1-2404275	Discussion on AI based CSI compression	Apple
R1-2404387	Study on AI/ML for CSI compression	CATT
R1-2404423	Discussion on AI/ML-based CSI compression	China Telecom
R1-2404447	Discussion on AI/ML for CSI compression	CMCC
R1-2404493	Discussion on CSI compression	Sony
R1-2404528	On AI/ML for CSI compression	Lenovo
R1-2404539	Addtional study on AI-enabled CSI compression	NVIDIA
R1-2404548	Study on CSI compression	LG Electronics
R1-2404571	Discussion on AI/ML for CSI compression	SK Telecom
R1-2404585	Discussion on CSI compression with AI/ML	Fujitsu
R1-2404604	Discussion on AI/ML model based CSI compression	Xiaomi
R1-2404654	Discussion on CSI compression	NEC
R1-2404685	AI/ML based CSI Compression	Google
R1-2404703	Discussion on study for AI/ML CSI compression	ZTE
R1-2404722	Discussions on AI/ML for CSI feedback	CAICT
R1-2404745	Discussion on AI/ML for CSI compression	Panasonic
R1-2404768	Discussion on AI/ML for CSI compression	ETRI
R1-2404880	Additional study on AI/ML-based CSI compression	OPPO
R1-2404907	AI/ML for CSI Compression	Nokia
R1-2405016	Discussion on AI/ML for CSI compression	AT&T
R1-2405033	Discussion on AI/ML for CSI compression	NTT DOCOMO, INC.
R1-2405089	Additional Study on AI/ML for CSI Compression	MediaTek Inc.
R1-2405116	Discussion on additional study of AI/ML for CSI Compression	IIT Kanpur, Indian Institute of Tech (M)
R1-2405146	Additional study on CSI compression	Qualcomm Incorporated
R1-2405210	Discussion on the AI/ML for CSI Compression 	Fraunhofer IIS
R1-2405237	Discussion on  AI/ML for CSI Compression	CEWiT

// Additional study on AI/ML for NR air interface: Other aspects of AI/ML model and data
R1-2405504	Summary#4 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2405503	Summary#3 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2405502	Summary#2 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2405501	Summary#1 for other aspects of AI/ML model and data	Moderator (OPPO)
R1-2403868	Discussion on other aspects of AI/ML model and data on AI/ML for NR air-interface				FUTUREWEI
R1-2403915	Discussion on other aspects of AI/ML	Ericsson
R1-2403933	Discussion on other aspects of the additional study for AI/ML	Huawei, HiSilicon
R1-2403977	Other study aspects of AI/ML for air interface	Intel Corporation
R1-2404018	Discussion on other aspects of AI/ML model and data	Spreadtrum Communications
R1-2404055	Discussion on other aspects of AI/ML model and data	InterDigital, Inc.
R1-2404105	Discussion for further study on other aspects of AI/ML model and data	Samsung
R1-2404169	Other aspects of AI/ML model and data	vivo
R1-2404276	Discussion on other aspects of AI/ML model and data	Apple
R1-2404388	Study on AI/ML for other aspects of model and data	CATT, CICTCI
R1-2404448	Discussion on other aspects of AI/ML model and data	CMCC
R1-2404529	On aspects of AI/ML model and data framework	Lenovo
R1-2404540	Additional study on other aspects of AI model and data	NVIDIA
R1-2404549	Discussion on other aspects of AI/ML model and data	LG Electronics
R1-2404586	Discussion on other aspects of AI/ML model and data	Fujitsu
R1-2404605	Further study on AI/ML model and data	Xiaomi
R1-2404656	Discussion on other aspects of AI/ML model and data	NEC
R1-2404686	AI/ML Model and Data	Google
R1-2404704	Discussion on study for other aspects of AI/ML model and data	ZTE
R1-2404756	Discussion on other aspects for AI/ML for air interface	Panasonic
R1-2404764	View on AI/ML model and data	MediaTek Korea Inc.
R1-2404769	Discussion on other aspects of AI/ML model and data	ETRI
R1-2404881	Additional study on other aspects of AI/ML model and data	OPPO
R1-2404908	Other Aspects of AI/ML Model and Data	Nokia
R1-2405017	Other Aspects of AI/ML framework	AT&T
R1-2405034	Discussion on other aspects of AI/ML model and data	NTT DOCOMO, INC.
R1-2405147	Other aspects of AI/ML model and data	Qualcomm Incorporated
R1-2405212	Discussion on other aspects of AI/ML model and data	Continental Automotive
R1-2405304	Discussion on other aspects of AI/ML model and data	IIT Kanpur, Indian Institute of Tech (M)
4.2	RAN2
RAN2#125-bis
108 contributions (for details see agenda item 8.1 in Tdoc list)

RAN2#126
112 contributions (for details see agenda item 8.1 in Tdoc list)

4.3	RAN4
4.3.1	RAN4#110bis
// General aspects
R4-2404281	General aspects of AIML 
					Type: other		For: Approval
					Source: InterDigital Communications
Abstract: 
In this contribution, we share our analysis on some of the general aspects of AIML.
Decision:		Noted.
R4-2404426	Discussion on general aspects for AIML for NR air
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2404478	Discussion on general aspects of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2404620	Post-deployment validation discussions for NR AI/ML
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision:		Noted.
R4-2404719	Discussion on generalization
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2404931	Views on general aspects of AI/ML testability and interoperability
					Type: discussion		For: Discussion
					Source: Intel Corporation
Decision:		Noted.
R4-2404945	On general aspects on AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2405148	General Aspects on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2405184	General aspects on AI/ML test
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2405190	Discussion on the general aspects
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2405610	AI general considerations
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Consderations on AI in RAN4 applicable to all use cases
Decision:		Noted.
R4-2405651	General aspect of AI/ML for NR air interface
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2405675	Discussion on general aspects of AIML
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.
R4-2405706	General aspects on AI/ML for NR Air Interface
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2405737	On General Aspects of AI/ML for Air Interface
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2405893	On AI/ML general aspects
					Type: discussion		For: Endorsement
					Source: Keysight Technologies UK Ltd
Decision:		Noted.

// Testability and interoperability issues for beam management
R4-2404143	Testability and interoperability for beam management of AI/ML for NR air interface
					Type: discussion		For: Discussion
					Source: Korea Testing Laboratory
Decision:		Noted.
R4-2404152	Discussion on AI/ML RAN4 BM use case
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.
R4-2404215	AI/ML beam management use case discussion
					Type: discussion		For: Approval
					Source: Qualcomm Incorporated
Decision:		Noted.
R4-2404427	Discussion on testability and interoperability issues for BM
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2404480	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2404484	Discussion on AI/ML testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: LG Electronics Inc.
Decision:		Noted.
R4-2404573	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2404721	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2404946	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2405021	AIML beam management
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discuss testability and interoperability issues for beam management
Decision:		Noted.
R4-2405149	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2405185	Testability and interoperability issues for beam management
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2405188	Discussion on the Interoperability and testability aspects of AI/ML Beam management
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2405652	Discussion on testability and interoperability issues for beam management
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2405707	Discussion on Testability and Interoperability issues for Beam Management
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2405794	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2405662	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision: 		The document was withdrawn.

// Testability and interoperability issues for positioning accuracy enhancement
R4-2404428	Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2404572	Discussion on testability and interoperability for AI positioning
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2404718	Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2404933	Views on requriments of AI/ML based positioning use cases
					Type: discussion		For: Discussion
					Source: Samsung
Decision:		Noted.
R4-2404947	Discussion on testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2405150	Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2405186	Testability and interoperability issues for positioning accuracy enhancement
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2405189	Discussion on the Interoperability and testability aspects of AI/ML positioning
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2405520	On issues related to AI/ML for positioning
					Type: other		For: Approval
					Source: Ericsson
Abstract: 
This contribution discusses issues related to AI/ML based positioning.
Decision:		Noted.
R4-2405708	Discussion on Testability and Interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2405810	Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.

// Testability and interoperability issues for CSI compression and CSI prediction
R4-2404153	Discussion on AI/ML RAN4 CSI Interoperability and testability
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.
R4-2404206	Training Collaboration for Two-Sided AIML Test
					Type: discussion		For: Discussion
					Source: VIAVI Solutions
Abstract: 
This contribution provides some views on the training collaboration types to be considered for testing two-sided AIML features (e.g. CSI compression) in RAN4.
Decision:		Noted.
R4-2404216	AI/ML CSI use case discussion
					Type: discussion		For: Approval
					Source: Qualcomm Incorporated
Decision:		Noted.
R4-2404429	Discussion on testability and interoperability issues for CSI
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2404430	Discussion on the backbone structures related to CSI compression with two-side AI/ML model
					Type: discussion		For: Information
					Source: SEU
Decision:		Noted.
R4-2404477	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2404574	Discussion on testability and interoperability issues for CSI compression
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2404720	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2404932	Views on AI/ML testability for CSI compression use case
					Type: discussion		For: Discussion
					Source: Intel Corporation
Decision:		Noted.
R4-2404948	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2405151	Testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2405187	Testability and interoperability issues for CSI compression and CSI prediction
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2405212	Discussion on testability and interoperability issues for AI-CSI
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2405611	AI CSI use case
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on open aspects for the 2-sided use case
Decision:		Noted.
R4-2405653	Further study on testability and interoperability issues for AI-CSI
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2405709	Discussion on Testability and Interoperability issues for CSI Compression and Prediction
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2405738	On AI/ML CSI Compression and Prediction
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2405894	On AI/ML Testability and interoperability issues for CSI use cases
					Type: discussion		For: Endorsement
					Source: Keysight Technologies UK Ltd
Decision:		Noted.

// Moderator summary and conclusions
R4-2405288	Topic summary for [110bis][135] NR_AIML_air
					Type: other		For: Information
					Source: Moderator(Qualcomm)
Abstract: 
Summary for AI 9.11
Decision: 		The document was not treated.
Newly allocated tdocs in the first round
R4-2406616	Ad hoc minutes on AI/ML for NR Air Interface
					Type: other		For: Approval
					Source: Qualcomm
Decision:		Noted.
R4-2406617	WF on AI/ML for NR Air Interface
					Type: other		For: Approval
					Source: Qualcomm
Ericsson: encourage companies to provide the views on which and what simulations need be done.
Decision:		Approved.

4.3.2	RAN4#111
// General aspects
R4-2407233	General aspects on AI/ML for NR Air Interface
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2407366	Discussion on general aspects of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2407376	Discussions on static and non-static scenarios/configurations
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision:		Noted.
R4-2407496	Discussion on general aspects for AIML for NR air
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2407845	Discussion on general aspects of AI/ML testability and interoperability
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2408177	Discussion on generalization
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2408291	Discussion on general aspects for AIML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2408491	AI general considerations
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Consderations on AI in RAN4 applicable to all use cases
Decision:		Noted.
R4-2408615	Views on general aspects of AI/ML testability and interoperability
					Type: discussion		For: Discussion
					Source: Intel Corporation
Decision:		Noted.
R4-2408658	On General Aspects of AI/ML for Air Interface
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2409000	Discussion on general aspects for AIML
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2409464	Views on general aspect of AI/ML for NR air interface
					Type: discussion		For: Discussion
					Source: Samsung
Decision:		Noted.
R4-2409686	Discussion on the AI/ML general aspects
					Type: other		For: Approval
					Source: ZTECorporation,Sanechips
Decision:		Noted.

// Testability and interoperability issues for beam management
R4-2407168	Testability and interoperability issues for beam management of AI/ML
					Type: discussion		For: Discussion
					Source: Korea Testing Laboratory
Decision:		Noted.
R4-2407234	Discussion on Testability and Interoperability issues for Beam Management
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2407319	Discussion on AIML BM Related Measurements Accuracy
					Type: other		For: Approval
					Source: InterDigital, Inc.
Abstract: 
In this contribution, we share our analysis on AIML BM related measurements accuracy.
Decision:		Noted.
R4-2407333	AI/ML beam management use case discussion
					Type: discussion		For: Approval
					Source: Qualcomm Incorporated
Decision:		Noted.
R4-2407367	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2407369	Discussion on AI/ML testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: LG Electronics Inc.
Abstract: 
Discussion on AI/ML testability and interoperability issues for beam management
Decision:		Noted.
R4-2407497	Discussion on testability and interoperability issues for BM
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2407846	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2408074	Discussion on AI/ML RAN4 BM use case
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.
R4-2408179	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2408292	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2408604	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Continue the discussions on RAN4 relevant issues on AI for BM
Decision:		Noted.
R4-2409001	Discussion on testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2409470	Testability and interoperability issues for beam management
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2409684	Discussion on the Interoperability and testability aspects of AI/ML Beam management
					Type: other		For: Approval
					Source: ZTECorporation,Sanechips
Decision:		Noted.
R4-2409739	Discussion on test setup for AI/ML based beam management
					Type: discussion		For: Approval
					Source: ROHDE & SCHWARZ
Decision:		Noted.
R4-2409761	Discussion on testability and interoperability issues for beam management
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2409770	OTA Test System/Testability Considerations for FR2 AI/ML Beam Management Use Cases
					Type: other		For: Approval
					Source: Keysight Technologies UK Ltd
Decision:		Noted.

// Testability and interoperability issues for positioning accuracy enhancement
R4-2407235	Discussion on Testability and Interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2407498	Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2407836	Discussion on testability and interoperability for AI positioning
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2408176	Discussion on testability and interoperability issues for positioning
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2408293	Discussion on testability and interoperability for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2409002	Discussion on Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2409579	On issues related to AI/ML for positioning
					Type: other		For: Approval
					Source: Ericsson
Abstract: 
This contribution discusses issues related to AI/ML for positioning.
Decision:		Noted.
R4-2409648	Testability and interoperability issues for positioning accuracy enhancement
					Type: discussion		For: Discussion
					Source: Nokia
Decision:		Noted.
R4-2409685	Discussion on the Interoperability and testability aspects of AI/ML positioning
					Type: other		For: Approval
					Source: ZTECorporation,Sanechips
Decision:		Noted.

// Testability and interoperability issues for CSI compression and CSI prediction
R4-2407236	Discussion on Testability and Interoperability issues for CSI Compression and Prediction
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2407334	AI/ML CSI use case discussion
					Type: discussion		For: Approval
					Source: Qualcomm Incorporated
Decision:		Noted.
R4-2407368	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2407499	Discussion on testability and interoperability issues for CSI enh
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2407847	Discussion on testability and interoperability issues for CSI compression
					Type: discussion		For: Discussion
					Source: Xiaomi
Decision:		Noted.
R4-2408178	Discussion on testability and interoperability issues for  CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2408294	Discussion on testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2408492	On CSI compression
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on open aspects for the 2-sided use case
Decision:		Noted.
R4-2408616	Views on AI/ML testability for CSI compression
					Type: discussion		For: Discussion
					Source: Intel Corporation
Decision:		Noted.
R4-2408659	On AI/ML-based CSI Feedback
					Type: discussion		For: Discussion
					Source: Nokia
Abstract: 
MCC: Nokia asked to move to AI 10.11.4.
Decision:		Noted.
R4-2409003	Discussion on Testability and interoperability issues for CSI compression and CSI prediction
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2409087	Discussion on testability and interoperability issues for AI-CSI
					Type: other		For: Approval
					Source: ZTE Corporation, Sanechips
Decision:		Noted.
R4-2409762	Further study on testability and interoperability issues for AI-CSI
					Type: other		For: Approval
					Source: Samsung
Decision:		Noted.
R4-2409782	Discussion on AI/ML RAN4 CSI Interoperability and testability
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.

// Moderator summary and conclusions
R4-2408944	Topic summary for [111][133] NR_AIML_air
					Type: other		For: Information
					Source: Moderator(Qualcomm)
Abstract: 
Summary for AI 10.11
Decision:		Noted.
Newly allocated tdocs in the first round
R4-2410570	WF on NR ALML air interface
					Type: other		For: Approval
					Source: Qualcomm
Decision:		Approved.
R4-2410571	Ad hoc minutes for [111][133] NR_AIML_air
					Type: other		For: Information
					Source: Qulacomm
Decision:		Noted.
Minutes and agreements in the ad hoc and online
Refer to the following hyperlinks for more detailed meeting minutes
https://www.3gpp.org/ftp/tsg_ran/WG4_Radio/TSGR4_111/Inbox/Drafts/%5B111%5D%5B100%5D%20Main_Session/2.Tuesday/7.%5B133%5D_R4_2408944.docx
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