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2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a 
	
	Study 

	
	Normative – Stage 1

	
	Normative – Stage 2

	x
	Normative – Stage 3

	
	Normative – Other*


* Other = e.g. testing
2.2	Parent Work Item
	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	N/A
	
	
	



2.3	Other related Work Items and dependencies

	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	940002
	Restoration of Profiles related to UDR
	The present feature is based on the restoration mechanisms described in this Work Item.



3	Justification
During operation of a PLMN, it is a common task to have to re-allocate subscriber's data records across subscriber servers/databases, due to multiple reasons such as, e.g., network re-dimensioning / scaling-out, replacement / swap of legacy databases (e.g. 4G UDC systems), etc.
In those scenarios the subscription data is moved from origin to target database system including both provisioned static data (user profiles) and temporary data (context data), which shall be available for traffic in the new database as soon as possible to avoid disturbances in the end user experience and network services. Additionally, network traffic shall be properly moved to the target systems database handling the new subscriptions, i.e. UDR affecting in many cases the traffic from 5GC to database front-ends, i.e. UDM/PCF.
The procedures followed to enable this network deployment change (subscriber reallocation) is referred here as data migration service which includes both recovery of temporary data and traffic switch.
The procedures to move provisioning/static subscription data is out of the scope of this Work Item. This is expected to be done by BSS or O&M systems.
In order to support the migration of subscriber data and the users’ traffic steering to e.g. a new UDC system (HSS-FE / UDR), in previous network architectures the subscriber server (HLR in 2G/3G, HSS in 4G) could rely on sending a "reset" command to the access nodes, to inform that the dynamic data for users migrated needs to be restored.
This was widely used since users were extracted from the old database and re-provisioning was performed in the new database. Permanent subscription data was then restored, but dynamic data (e.g. context data) was not migrated and the migration process was relying on the existing EPC reset mechanism in order to speed up the process of restoring consistency between the serving nodes and the database, so that serving nodes (e.g. MME) were in charge of that. 
Traffic steering related to the affected users was then performed by SLF/DRA via proper configuration of the routing tables.
There is a similar procedure that can be used in 5GC to trigger restoration of the temporary data from UDM consumers to target UDM/UDR using UDR restoration procedures specified in 3GPP TS 23.527. It should be noted that these restoration procedures were originally meant to be triggered upon a potential data-loss event at UDR, but they are equally applicable to other scenarios where a similar reaction is expected by the NFs receiving a restoration notification (i.e. to restore dynamic data at the UDR). 
In the 5GC, i.e. in addition to AMF (which performs similar functions as MME in EPC), there are more NFs storing context data (e.g. registration data, or subscriptions to events) in UDM/UDR, e.g. SMF, SMSF, NEF, AANF, … increasing the risk that temporary data is not restored in a consistent manner. Existing procedures could be used to recover temporary data during data migration procedure, although some improvements could be done in order to avoid traffic loss due to obsolete data in target system.
Additionally, 5GC provides a specific mechanism for traffic routing based in NRF functions. When subscription data is distributed in different databases in the PLMN, there are some NF profile specific parameters providing information used for traffic routing: UDR groupId, UDM groupId and PCF group Id. Each of these identities are mapped to specific set of users based on SUPI series or GPSI series. The mapping between NF groupId and corresponding user id can be manage in different ways: a) Configured in the corresponding NF profile b) configured in the NRF c) provisioned in UDR and retrieved by NRF. In case a), the mapping is also available in NF profile updates, i.e. when NF profile is changed by UDR, UDM or PCF. However in cases b) and c) the mapping is only available upon specific user discovery, but it is not updated in the consumers since the information is not stored in the user profile. 
Therefore, UDR consumers (UDM and PCF) and UDM/PCF consumers discover the relation between a user identity and a given NF groupId during NF discovery, in which case, especially for stateful NFs, the consumers can store this information as part of the internal UE context, to be used in the next NF interactions. In the case of AMF, this information is distributed towards other UDM/PCF consumers such as AMF, SMF and SMSF upon UE context transfer, PDU session establishment or SMSF registration.
When there is a change in the mapping between a given user and NF groupId, UDR/UDM/PCF consumers storing NF group Id information stored in the UE context may not be able to detect this change, leading to wrong UDR/UDM/PCF may be contacted if they use an obsolete NF GroupId to find UDR/UDM/PCF.
This affects restoration traffic, i.e. it is not always guaranteed that restoration traffic will reach the target UDM/UDR, since they are usually based on the stored GroupId of the UDM (as part of UE context), so they may attempt to restore the context/dynamic data by reusing the stored GroupId which is still pointing to the origin system in case of UDM reallocation.

4	Objective
The objective of the work item is to enable reliable data migration procedures in a 5GC network by proposing improvements to the current UDR restoration procedures
In particular, it is intended to change the following aspect in corresponding stage2 and stage3 specifications:
a) Updates to the Restoration Notification mechanism, to inform the receiving node whether a new discovery is needed due to NF Group Id -user id mapping is changed for a given user or set of users identified in the restoration notification
· In case UDR group Id – user identity mapping has been changed, UDR consumers, i.e. UDM, PCF or NEF supporting this feature, are informed. UDR consumers use this information to discard previous routing information stored, if any, before the next UDM/PFC interaction and use user id to discover UDR serving a affected user, either using mapping information if that is available in updated UDR NF profile (UDR info), or by sending a new discovery request to NRF to get latest UDR information. 
· In case UDM group Id – user identity mapping has been changed, UDM consumers, i.e. AMF, SMF, SMSF, NEF supporting this feature, are informed. UDM consumers use this information to discard previous routing information stored, if any, before the next UDM/PFC interaction and use user id to discover UDR serving a affected user, either using mapping information if that is available in updated UDM NF profile (UDM info), or by sending a new discovery request to NRF and get latest UDM selection information. AMF may additionally update UDM group Id information in other NFs in case that information is changed in the UE context as a result of UDM selection.
b) Updates to the Restoration Notification mechanism, to assure temporary data is restored in a given time minimizing service impact
· UDM/PCF consumers supporting UDR restoration with Time Based restoration restore the context data for all the indicated users in a given period of time which may be indicated in the UDR restoration notification. Default value can be configured by the customer. Still, restoration shall be done in a way that does not compromise the traffic characteristics.
· UDM/PCF consumers perform immediate restoration of context data whenever UDR restoration notification affects one single user.
c) Updates to the Restoration Notification mechanism, specifically using AMF as main trigger point of restoration towards other NFs under AMF control, to assure temporary data is restored at the same time as in AMF for those NFs, therefore assuring data is consistently and minimizing risk of temporary data not restored in those NFs receiving low user interactions, e.g. SMSF. 
· When AMF initiates restoration of context data for a given user, and determines this user has active context in other NF (e.g. SMF, SMSF), AMF can send a UDR restoration order to that NF.
The following areas of work are expected to be covered:
CT4:
UDM aspects to handle user reallocation, time based restoration and AMF orchestration extensions to UDR restoration procedures.
NRF aspects to handle user reallocation, time based restoration and AMF orchestration extensions to UDR restoration procedures.
AMF aspects to handle user reallocation, time based restoration and AMF orchestration extensions to UDR restoration procedures.
SMF aspects to handle user reallocation, time based restoration and AMF orchestration extensions to UDR restoration procedures.
SMSF aspects to handle user reallocation, time based restoration and AMF orchestration extensions to UDR restoration procedures.

NOTE:	PCF aspects are FFS. It is possible that the impacts related to PCF do not imply any update to the PCF APIs, and can be documented only in the Restoration TS 23.527. In case there are actual API changes to the PCF interfaces, or to the UDR data model in TS 29.519, these impacts will be added later, and CT3 will be added as impacted WG. The same applies to aspects or potential impacts related to other consumers of UDM whose API specifications are under CT3 remit (e.g. AANF).

5	Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	N/A
	
	
	
	
	




	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	23.527
	Updates to Restoration procedures of the 5G system.
	TSG#106
(December 2024)
	CT4 responsibility

	29.503
	Updates to the UDM APIs.
	TSG#106
(December 2024)
	CT4 responsibility

	29.504
	Updates to the UDR notification for data restoration.
	TSG#106
(December 2024)
	CT4 responsibility

	29.510
	Updates to the NRF NF Management and NF Discovery services.
	TSG#106
(December 2024)
	CT4 responsibility

	29.571
	Specification work on common data type definition for the new introduced parameters.
	TSG#106
(December 2024)
	CT4 responsibility
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