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1. Introduction
Solution 24 as specified in clause 8.24 has the following Editor’s notes :
Editor’s note : How the AIML enablement server continuously monitors for the potential FL/ML clients maching the member selection information is FFS.
2. Reason for Change
Removed
Editor’s note : How the AIML enablement server continuously monitors for the potential FL/ML clients maching the member selection information is FFS.
And augmented the step with the below :
“As part of this step, the AIML enablement server can also subscribe to analytics related to UE mobility, QoS, communication session information, from the 5GS NEF, NWDAF, SEAL services for monitoring.”
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 V0.4.0.


* * * First Change * * * *
[bookmark: _Toc164779284][bookmark: _Toc164779538][bookmark: _Toc164791994]8.24.1	Solution description
This solution is for Key Issue #3 and addresses AIML model distribution dynamically, to the selected FL/ML clients where in the list of FL/ML clients that participate in the federated or distributed learning can potentially change over a period of time and more frequently based on the member selection information provided by the VAL server to the AIML enablement server. Figure 8.24.1-1 illustrates the support of distributed and federated machine learning for the VAL servers by dynamically selecting the machine learning clients and distributing the machine learning model information to the selected machine learning (FL/ML) clients for model training. The AIML enablement server selects the member FL/ML clients dynamically and distribute the model to selected FL/ML clients on behalf of VAL server. The FL/ML client selection could be based on member selection information / criteria shared by the VAL server.



Figure 8.24.1-1: AIML model distribution procedure
1.	The VAL server sends Model distribution request to AIML enablement server, requesting to assist in its model training, that is, to monitor and select the FL/ML clients for federated/distributed machine learning, and distribute the machine learning model information to the selected FL/ML clients to initiate the machine learning model training on the selected FL/ML clients. This request consists of member selection related information, ML model information, indication of whether to receive notification whenever the list of FL/ML members changes, time period of when to distribute the model and when to train the model etc.
2.	The AIML enablement server checks whether the VAL server is authorized to perform the request and sends the Model distribution response indicating success or failure of the request.
3.	The AIML enablement server starts monitoring to identify and select the list of potential FL/ML clients that can participate in the federated/distributed learning. The AIML enablement server, based on the member selection information received in step 1, may utilize the core network capabilities or SEAL location management service for example, to identify the list of VAL UEs in particular area of interest or may use the new FL/ML client registration to identify the potential FL/ML clients. The AIML enablement server continuously monitors for the potential FL/ML clients matching the member selection information. As part of this step, the AIML enablement server may subscribe to 5GC NEF, NWDAF, SEAL services, to fetch information related to UE mobility, QoS, communication session information, etc., to monitor the potential member clients.
Editor’s note : How the AIML enablement server continuously monitors for the potential FL/ML clients maching the member selection information is FFS.
4.	If the ML model information is not available with the AIML enablement server, it requests the corresponding information to the model repository by sending the ML information request to the model repository. This request consists of the identifier of the ML model whose information is requested. 
5.	The model repository sends the ML model information response which consists the information related to the ML model. This information may include the ML model file or URL from where the ML model file can be fetched and other information related to the ML model (e.g., state of the model (in training, trained), validity period for distribution and training of the model). 
6.	The AIML enablement server distributes the model to all the selected FL/ML member clients based on step 3 by sending the ML training request which consists of the ML model information such as ML model identifier, ML model file or URL of ML model file, whether to start or stop training on the model, validity period for training the model.
7.	The FL/ML clients sends the staus of whether they accept the ML training request or not by sending the ML training response which indicates success or failure.
8.	The AIML enablement server updates the VAL server about the set of FL/ML members selected for training the model based on the confirmations received from FL/ML clients as in step 7, by sending the Model distribution update request to the VAL server containing the set of new FL/ML clients selected, complete list of FL/ML clients selected and the model information.
* * * End Change * * * *
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