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	Tdoc
	Title
	Comments

	6.19.1 Study on AI/ML management - phase 2

	WT-4: Learning techniques (Federated Learning, Reinforcement Learning, Distributed Learning, Generative Learning)

	S5-242805
	Rel-19 pCR TR 28.9xx Add use case on ML entity distributed training (CATT) (Min Shu)
N: not support this proposal. This is implementation specific. 

E: not support. 

HW: clarify MV environment, suggest to add more details. 

NEC: Distributed training is valid case. What’s purpose to mention MV? 
->3095
Breakout session
on 3095d1:

E: Unhappy with "thus, aspects of distributed learning needs…". Is the consumer the one selecting what will be used? Prefers clarity.

NEC: agrees with E. It's possible to merge the two requirements.

E: it's up to the producer to decide. (please, remove the multi-vendor note).

H: what is the result of distributed learning? is it any different from the current training report?

CATT: current training focuses on training within a single training function… in the new case, the training can span across multiple training functions
NEC: this aspect is a solution

N: same concern as E. Need a note stating single vendor training (collaborative multi-vendor training is not realistic).

I: concern with perception of a note stating that it's single vendor only (gives wrong impression)

E: a note stating that it's not an multi-vendor case if there is no SLA agreement… (note can be worded positively)

NEC: points at the danger of mis-interpretation of a comment (if it's worded incorrectly).

E: it's not enough to just argue that single-vendor training is implicit. Need more explicit statement to enable progress (same concern has been expressed more than once on multiple contributions).

AT&T: pointed out that if it's proprietary single vendor "thing", it does not need to be captured in 3GPP.

H: the management aspects should be same regardless of vendor relationship.

N: SA2 introduced "interoperability indicator" that resolves the issue for them… A note is needed.

Revision is needed, NEC will help with the note wording… E and I will help as well.
	other



	S5-242776
	Rel-19 pCR to TR 28.9xy Add use case for ML pre-training (China Mobile, Ericsson, Intel, NEC, CATT, Nokia, Nokia Shanghai Bell, ZTE, HUAWEI, Verizon) (Sheng GAO)
S: pretraining/fine-tuning is impractical. 
E: not support this proposal if it’s not indicated for use of single vendor. The pretraining is not for MV. 

HW: support E comments. 
Z: support this proposal. TMF has related concepts in generative AI. 
NEC: 
DT: The pre-training is not aimed to support a specific inference type but focuses on communalities in use cases? 
->3096
-> AIML breakout 
Breakout session:
on 3096d2:

AT&T: the term "communality" seems wrong
E: unhappy with the revision (pre-training being limited to unsupervised only). Motivation and explanation need to be clear.

E: the limitations of supervised vs. unsupervised learning cannot be introduced at this time.

NEC: what is your reference to introduce such limitation?

CMCC: AI community papers… (not 3GPP reference)

NEC: disagrees with such sources

S: we asked what is different between training and pre-training… we were given an answer that pre-training means unsupervised learning…

I: we need to understand why the concept of pre-training would be needed and what is different between them

NEC: "training" is when we train model for a specific task, "pre-training" is when we train the model for a generic variety of tasks…

S: we are unhappy with such approach

E: provided their view of differences.

S: objects to proposal from E

E: why would you try to limit what _we_ do with _our_ models (E models vs. S's models).

NEC: offered a view where the training does not need to start from scratch.

S: concern with the concept of "not good enough" outcome of model training that leads to next training.

Discussion continues (no agreement)

	other



	WT-5: sustainability aspect of AI/ML

	S5-242357
	Rel-19 Input to DraftTR AIML energy consumption and energy efficiency (ZTE Corporation, Nokia, China Unicom, NEC) (Pengxiang Xie)
E: has offline comments… how does Operator sets reqs for all models across the system… (may be impossible)… more comments to be provided offline…

ZTE: it's a generic UC and we need to first reach consensus on this one before any progress can be possible with more specific contributions (follow in the list below)

E: not ready to agree to these generic requirements

N: are there proposals (from E) on how these can be modified/improved?

E: no, the justification is unclear

I: a bit confused by the proposed requirements… (seems there is misalignment between presented UC and proposed requirements). Further comments offline…

DTAG: req 3 - prefers to remove part concerning several aspects of AI/ML workflow… 

S: same comments as E and I… are we increasing or optimizing energy consumption? Basic clarifications are necessary.

H: how to measure energy consumption per model, per function, etc…? Needs additional details as well…

ZTE: "several aspects" is an attempt to address phases…

I: for the report, EE report vs. training report - can it convey the declared information (feasibility is questionable with such simplistic solution)

Revised to 3111
Breakout session (Q1 on Wednesday)
On 3111d1:

I: small issue with req 1 - is it about providing requirements or…?

ZTE: consumer can give a budget or..

I: suggests to split req 1 to address these aspects separately. Not OK to limit the resources that can be used on training

E: consumer putting requirements on energy consumption during training is unrealistic - how would consumer know the details of the environment? The consumption can be known only after the training took place (not before).
NEC: req 2 is dependent on req 1

AT&T: training can be done offline - the req are not realistic/practical at all. How much communication resources are being used during training is MORE important than the energy consumption by training.

N: the reqs focused on evaluation of amount of energy consumed… not to limit the consumption… seems that the offline discussion goes in circles…

I: usage of compute resources (that is directly related to the energy consumption) is also important (not only communication resources).

ZTE: the use of energy per ML model being trained is challenging… an indication to the producer to report consumed energy is what we propose… (mentioned energy efficiency policy)

E: what is the purpose of the report - are you going to stop the training, are you going to re-train? what is the use? Sees the whole report as unnecessary and potentially wasting the communication resources for the reporting.

N: our understanding was that the original focus was on providing guidance on how much energy is allowed to be spent on the training (next contribution focuses on policy approach)
AT&T: re-emphasized that the network/communication resources are bigger concern for the Operator than energy utilization.

E: maybe in training it is OK to use lots of resources (it's an investment in the future potentially allowing BIGGER savings). Energy consumption is a very complex issue with heavy dependency on details (proprietary) of products' implementation. What is the real requirement? What is the real problem being solved here?
AT&T: provided examples of limited communication resources are being wasted (instead of being used by paying customers)
NEC: sees these requirements as key for any progress on this topic… if we can't agree the requirements, we can't make any progress…
H: prefers to first discuss the granularity… 

ZTE: sees the problem space differently… also states good chances to agree revised version of req 1.

I: 1st req does not consume/limit any energy… the 2nd is confusing… the 3rd is similar to the 1st one…

H: repeated question on granularity…

I: this is about AI/ML sustainability, but we focus only on training EE. We should look broader (look at other resources, besides energy)

ZTE: refers to the definition of model complexity… 

N: asked I for clarification if these resources are C-plane or M-plane…

I: even air interface needs to be considered… All system…

AT&T: as Operator I'm mostly interested in optimizing the resources utilization (to maximize the usage by paying consumers/customers and minimize the overhead that does not improve the revenue). E.g. evaluate ML models from the perspective of the "model chattiness" (ML model resulting in less communication overhead would be preferred).
NEC: without budget (requirements) how can we control the energy consumption?

I: you may not be able to control the training process, maybe only after the training one can evaluate the amount of energy consumed… But it will be possible to evaluate the amount of compute consumed while the training is on-going…

N: It is not in the scope of SA5 to define new data types (for the data being collected from UE).
I: commented on N's understanding (what is related and what is not, what is realistic and what is not).

AT&T: suggested to focus on the complexity of training (not energy consumption) and the complexity could be related to the various resources being consumed.

E: how can consumer know all these details if the ML model is proprietary?

I: only via reporting - report how much resources/data has been used for this training.

E: pointed that we may be trying to standardize something that is out of scope for SA5.

I: insisted that reporting of data utilization (per purpose) is within the scope of SA5.

N: there are no new data generation requirements for ML training - existing data is being used…

I: gave example of new MDT methods being worked by RAN where new MDT is used explicitly only for the training purpose…

AT&T: concerned that the RAN activities may be lacking the overall picture (who pays for the data being collected). SA5 has broader view - e.g. there is charging aspect that may be relevant. If not SA5, there may be other WGs with relevant expertise.

ZTE: summarized concerns expressed by other companies… pointed at the difference between energy consumption and compute consumption. Let's focus if we can agree on the req 1. Once the agreement is reached (on req 1), only then we can move forward with other aspects…
I: expressed preference against requirements that are too generic / too abstract.

AT&T: supports generalization (decoupling it from energy consumption)

ZTE: will reword req 1, will remove req 2… also remove bullets 2 and 3. Keep req 3 as is…
I: prefers offline session to work on the improved text of req 1.
Revision is needed.

	other



	S5-242499
	Rel-19 pCR TR28.9xx AIML energy consumption dependencies (Nokia, ZTE, NEC) (Tejas Subramanya)
N: has dependency on 2357 outcome

S: same comments as to 2357

NEC: these 3 contributions (2357, 2499, 2663) are part of one very specific WT - either one of them or a merged version would be needed in order for the WT to be accomplished.

H: same comments as to 2357… plus comments on the solution - the solution part is missing… the alignment with study is necessary
DTAG: prefers to re-word the requirement (the last part…)
E: has comments on this

I: has comments

ZTE: has comments
Revised to 3112
Breakout session:
on 3112d1: 

NEC: what is the action based on req 1?

N: req 2 explains the action

NEC: wording may need to be improved
E: if the model complexity changes, what happens then? Less complex does not mean more or less consumption?

I: consumer can ask producer to report something… 

ZTE: req 1 seems to be OK…
E: are there proposals to select particular model based on the reported energy utilization? The logic is strange - we train the model, we invest energy (energy consumed) and then drop the model (trained model) because other model can result in less energy consumed for its training…

NEC: the mapping between complexity and performance and consumption is unrealistic.

I: it's OK to report… but… asking producer to provide the precise mapping is unrealistic. Producer should just report the values, not proprietary mapping. (Also seems to be a chicken vs egg scenario - one may not know the mapping until the data has been collected/reported).

NEC: pointed that the topic can be out of scope of standardization (the mapping cannot be standardized and may not be disclosed in a multi-vendor scenario)

E: the second requirement is potentially agreeable… but we need to define complexity and consumption first (as dependencies).

H: agrees with E concern

I: pointed at the inter-dependencies between the contributions (elaborates E's concern)
E: on req 2 - can we be certain that by compromising the performance there will be enough energy saved to justify the bad (compromised) performance?
E: the consumption may be unknown, if the model is proprietary

AT&T: training is potentially a collaborative process involving multiple nodes and multiple connections, how one can pinpoint the actual consumption? If some aspects are ignored, it may lead to incorrect assumption/conclusion.

E: the objective is not clear to us (we disagree with both contributions - more convincing arguments are needed).

There is almost no chances of approval these contributions at SA5#155
AT&T: suggested to revise SID and re-word the WT5 into more realistic (focus on ML training efficiency instead of EE).
	other



	S5-242663
	Rel-19 pCR TR28.9xx AIML total energy saving (Nokia) (Sivaramakrishnan Swaminathan)
N: reminds about the RAN approaches to manage the energy cost… this may be useful to reach consensus in SA5

E: has comments on this

I: has comments

ZTE: has comments

H: has comments

S: has comments

Revised to 3113
Breakout session

not addressed based on the discussions of 3111 and 3112
	other




