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1	Decision/action requested
The group is asked to discuss and approve the attached proposal.
2	References
[1]	3GPP TR 28.858 v0.3.0; Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2
3	Rationale
Current description of the ML pre-training [1] lacks details and is very abstract and can benefit from some further clarifications. Furthermore, the text needs to be aligned with the relevant terms in clause 3.0. Some relevant corrections are also introduced where necessary.
4				Detailed proposal
Add the following changes to TR 28.858 [1]:

[bookmark: _Hlk177463370]1st change
[bookmark: _Toc181173578][bookmark: _Toc175588880][bookmark: _Hlk178713183][bookmark: _Hlk181822303]5.1.2	ML pre-training
[bookmark: _Toc181173579]5.1.2.1	Description
Pre-training refers to the process of training an ML Model using a  domain-specific related dataset forthat supports multiple types of inference. For example, an ML model could be pre-trained with the using dataset from SLS analysis capability group covering type of inference including ServiceExperienceAnalysis, NetworkSliceThroughputAnalysis, NetworkSliceTrafficAnalysis, NetworkSliceLoadAnalysis and E2ElatencyAnalysis (see TS 28.104 [3]).

The intention is to develop an ML model with foundational knowledge that is generic to multiple types of inference across multiple domains, rather than focusing on a single, narrow task.

The pre-training is not intended to support a specific aIMLInferenceName but rather focuses leveraging on commonality among  number of use cases. 

The ML model training process defined in TS 28.105 [2] also covers pre-training.

[bookmark: _Toc181173580]5.1.2.2	Use cases
[bookmark: _Toc181173581]5.1.2.2.1	Consumer requested ML pre-training
The pre-training type follows the standard procedure of ML model training, however the information provided in training request differs. 

[bookmark: _Toc181173582]5.1.2.3	Potential requirements
REQ-ML_ TRAIN -MLPT-1: The ML training MnS producer shall have a capability to enable an authorized consumer to request a pre-training of an ML model.

Editor’s Note: It is for further discussion if the same requirements in clause 6.2b.3 "Requirements for ML model training" in TS 28.105 [2] related to training function also applies for pre-training.  
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