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1	Decision/action requested
approval
2	References
[1] 		3GPP TR 28.858 “Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2”.
[2]	      3GPP TS 28.105: Artificial Intelligence / Machine Learning (AI/ML) management".
3	Rationale
The current evaluation of TR 28.858[1] clause 5.1.6 lacks clarity regarding the limitations of using a confidence threshold in the MLTrainingRequest. Specifying a minimum confidence level does not inherently ensure model accuracy in its predictions and could interfere with the proprietary training information of the MnS ML Training Producer. Since these methods are essential to optimizing model performance and often involve internal, proprietary processes, setting a mandated confidence threshold risks indefinite training durations without guaranteeing practical benefits. 
Therefore this contribution proposes to update the evaluation to reflect that this use case is not feasible due to both practical and proprietary concerns. 
4	Detailed proposal
[bookmark: _Toc180587271]
	[bookmark: _Hlk175251358]1st Change


[bookmark: _Toc180673918][bookmark: _Hlk181863129]5.1.6	ML model confidence
[bookmark: _Toc180673919]5.1.6.1	Description 
Confidence is a measure of the probability that a prediction made by the ML model is correct. It is often expressed as a percentage, with 100% being absolute certainty and 0% being absolute uncertainty. Confidence score can be useful in prediction-making processes, where a certain level of confidence might be required before taking action based on the ML model’s prediction. However, it is important to note that a high confidence score does not guarantee the the ML model’s prediction is correct, but it only indicates the ML model belief in its prediction. In simpler terms, confidence is a measure of the ML model’s certainty about its prediction. It is not a measure of the ML model’s accuracy or correctness. An ML model can be very confident about a prediction and still be wrong. Conversely, an ML model can be less confident about a prediction and still be correct.
[bookmark: _Toc180673920]5.1.6.2	Use Cases
[bookmark: _Toc180673921]5.1.6.2.1	Model Confidence Threshold in ML Training
In the ML training phase, the ML training function may support the capability to evaluate the confidence value of the trained ML model. The ML model confidence value indicates the average confidence value (in unit of percentage) that the ML model would perform for data with the same distribution as training data. Essentially, this is a measure of degree of the convergence of the trained ML model. Therefore, the MnS consumer may prefer to indicate the confidence threshold value that the trained ML model should satisfy before the ML model is deployed for inference.
[bookmark: _Toc180673922]5.1.6.3	Potential requirements
REQ-MODEL_CONF-1: The AI/ML training MnS producer should have a capability allowing an authorized MnS consumer to indicate the  minimum average confidence vlaue that the AI/ML MnS producer should meet on the trained ML model.  
[bookmark: _Toc180673923]5.1.6.4	Possible solutions
Introduce a new attribute, e.g., modelConfidenceIndication, in the MLTrainingRequest IoC requested by an authorized MnS consumer to the ML Training MnS Producer. This attribute indicates to the ML Training MnS Producer the minimum average confidence value (in unit of percentage) that the ML model should meet on the data with the same distribution as training data. The attribute is of type real with allowed values {0…100}.
[bookmark: _Toc180673924]5.1.6.5	Evaluation
The solution described in clause 5.1.6.4 proposes the addition of a new attribute to the MLTrainingRequest IoC to enable the MnS consumer to indicate the minimum average confidence value that the MnS producer should meet for training an ML model. Therefore, the solution described in clause 5.1.6.4 is a feasible solution to be developed further in the normative specifications.
The proposed solution in clause 5.1.6.4 suggests adding a minimum confidence attribute to MLTrainingRequest IOC to guide the MnS Producer in meeting specified confidence levels. However, as noted in clause 5.1.6.1, confidence value does not equate to prediction accuracy and may not add practical value for Mns Consumer. Additionally, enforcing a confidence value could interfere with the proprietary training process of the MnS producer, which out of 3GPP’s scope. Furthermore, the internal processes are often essential for balancing for example model performance (see clause 6.2b.2.9.2 “Performance indicator selection for MLmodel training” for performance indicators), and a fixed confidence value could risk compromising other performance indicators or lead to indefinite training, in case the MnS ML Training Producer does not achieve the required minimum confidence level set by the MnS consumer.
With all arguments above the use case and a proposed solution need further discussion , therefore no recommendations are made for this solution to be directly used in normative phase. 
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