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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1] 				3GPP TR 28.858 “Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2”. 
3	Rationale
This pCR is to add solutions and evaluations for the two use cases and corresponding requirements on AI/ML prediction latency that was agreed during past meeting.
[bookmark: _Toc66877265]4	Detailed proposal
[bookmark: _Toc145334659][bookmark: _Toc145421103][bookmark: _Toc145421869][bookmark: _Toc145334685][bookmark: _Toc145421129][bookmark: _Toc145421895][bookmark: _Toc145334701][bookmark: _Toc145421145][bookmark: _Toc145421911]5	AI/ML management use cases and requirements
5.1	ML model training
[bookmark: _Toc180587361][bookmark: _Toc172570850]5.1.12	AI/ML prediction latency
[bookmark: _Toc180587362]5.1.12.1	Description
AI/ML prediction latency refers to the time it takes for an ML model to process an input and produce an output. This is a critical metric for real-time AI/ML enabled use cases where quick responses are essential. It is important to have the awareness of AI/ML prediction latency as well as to allow consumer to indicate the requirements regarding the AI/ML prediction latency.
[bookmark: _Toc180587363]5.1.12.2	Use cases
[bookmark: _Toc180587364]5.1.12.2.1	AI/ML prediction latency during ML model training
Depending on the use case, the AI/ML training MnS consumer specifies ML model performance requirements that need to be considered during the training process by the ML training MnS producer. For use cases with stringent time constraints, these requirements may include specific targets for the latency of AI/ML prediction computations. 
To meet these latency requirements, the ML training MnS producer can employ various optimization techniques during model training (e.g., quantization, pruning). 
By carefully selecting and applying optimization techniques, the ML training MnS producer can ensure that the trained ML model meets the specified latency requirements, thereby enabling real-time performance in critical use cases. 
[bookmark: _Toc180587365]5.1.12.3	Potential requirements
REQ-AI/ML_Train_Latency-1: The 3GPP management system should have a capability allowing an authorized MnS consumer to provide the accepted AI/ML prediction latency requirements.
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[bookmark: _Toc175588980]5.1.12.4	Possible solutions
Introduce a new attribute, e.g., expectedPredictionLatency, in the MLTrainingRequest IoC requested by an authorized MnS consumer to the ML training MnS producer. This attribute is an upperbound on the duration that it should take for an ML model prediction. To meet these latency requirements, the ML training MnS producer can employ various optimization techniques during model training (e.g., quantization, pruning) which is internal to the ML training MnS producer. 
5.1.12.5	Evaluation
The solution described in clause 5.1.12.4 proposes the addition of new attributes to the MLTrainingRequest IoC to enable the MnS consumer to request AI/ML prediction latency from the ML training MnS producer. Therefore, the solution described in clause 5.1.12.4 is a feasible solution to be developed further in the normative specifications. 
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5.5			AI/ML inference
[bookmark: _Toc180587431]5.5.5	AI/ML prediction latency
[bookmark: _Toc180587432]5.5.5.1		Description
AI/ML prediction latency refers to the time it takes for an ML model to process an input and produce an output. This is a critical metric for real-time AI/ML enabled use cases where quick responses are essential. It is important to have the awareness of AI/ML prediction latency as well as to allow consumer to indicate the requirements regarding the AI/ML prediction latency.
[bookmark: _Toc180587433]5.5.5.2	Use cases
[bookmark: _Toc180587434]5.5.5.2.1	AI/ML prediction latency during inference
AI/ML prediction latency is a critical factor in use cases with stringent time constraints. During inference, the latency of AI/ML prediction is influenced by several factors, including the hardware platform executing the inference, techniques such as ML model quantization and pruning, and the overall performance of the ML model. To ensure that the AI/ML prediction latency meets the requirements specified by an authorized MnS consumer, it is essential to monitor the achieved AI/ML prediction latency by recording the triggering and reception time of inference once the ML model is loaded and activated in the AI/ML inference function and report the metric to the AI/ML inference MnS producer.
[bookmark: _Toc180587435]5.5.5.3	Potential requirements
REQ-AI/ML_INF_Latency-1: The 3GPP management system should have a capability to report to an authorized MnS consumer the achieved AI/ML prediction latency.
5.5.5.4	Possible solutions
The inferenceOutputs attribute (of type inferenceOutput) defined in the AIMLInferenceReport IoC needs to be enhanced with new attributes related to AI/ML prediction latency, e.g., achievedPredictionLatency. This attribute is an indication on the average duration it took for ML model predictions on the inference data. 
5.5.5.5	Evaluation
The solution described in clause 5.5.5.4 proposes the addition of new attributes to the AIMLInferenceReport IoC to enable the MnS producer to report the achieved AI/ML prediction latency to the AI/ML inference MnS producer. Therefore, the solution described in clause 5.5.5.4 is a feasible solution to be developed further in the normative specifications. 
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