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[bookmark: foreword][bookmark: _Toc181173557]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc181173558]Introduction
[bookmark: scope][bookmark: _Toc181173559][bookmark: _Hlk181964726]
1	Scope
The present document studies the enhanced Artificial Intelligence / Machine Learning (AI/ML) management capabilities and services building on the work of Rel-18, as well as new management aspects related to AI/ML functionalities across various 3GPP working groups within 5GS. It focuses particularly on the management of AI/ML-enabled features utilized in management and orchestration, 5GC, and NG-RAN. Furthermore, the study also investigates the AI/ML management capabilities supporting the emerging AI/ML technologies (e.g., Federated Learning and Generative AI) and the sustainability and trustworthiness of AI/ML in 5G system.
[bookmark: references][bookmark: _Toc181173560]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 28.105: Artificial Intelligence / Machine Learning (AI/ML) management".
[3]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics".
[4]	3GPP TS 28.541: " Management and orchestration; 5G Network Resource Model (NRM); Stage 2 and stage 3".
[5]	3GPP TR 38.843; Study on Artificial Intelligence (AI)/Machine Learning (ML) 
for NR air interface.
[6]	3GPP TS 28.533: "Management and orchestration; Architecture framework".
[bookmark: definitions][bookmark: _Toc181173561][bookmark: _Hlk172545447][bookmark: _Hlk181965284]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc181173562]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1], TS 28.105 [2] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1] TS 28.105 [2].
[bookmark: _Toc181173563]3.2	Symbols
For the purposes of the present document, the following symbols apply:
[bookmark: _Hlk178951829]Federated Learning: a distributed machine learning approach where the ML model is trained collaboratively by multiple ML training functions including one acting as an FL server and multiple acting as FL clients iteratively without exchanging data samples. 
FL clients:  a training function that trains a ML model on local data and share only the model outcome with the FL server/FL Client, preserving data privacy.
FL Server: a training function that aggregates the ML model outcomes from FL clients to create a global ML model. 
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples.
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL participant for local model training have different feature spaces for the same samples.
NOTE 1:	The definitions of HFL and VFL referenced above are sourced from TR 23.700-84 [3]. This definition might be updated or modified in normative work.
NOTE 2:	The definition of VFL is included for completeness but not covered in this TR. It is FFS in release 20.
[bookmark: _Hlk178951896]Reinforcement Learning: a machine learning approach where an RL agent learns to make decisions by interacting with the environment and taking actions to maximize cumulative rewards (see Note 1).
NOTE 1: 	the examples of rewards could be improved resource allocation, reduced latency, or enhanced user experience. 
Distributed training: an ML training approach that distributes the training workload across multiple ML training functions.
ML Knowledge-based Transfer Learning: a technique where the knowledge gained from training of one or more ML models is applied or adapted to improve or develop another ML model.
Pre-training: the process of training an ML model on a non-domain specific dataset.
Fine-tuning: the process of training a pre-trained model with a changed or narrowed scope.

[bookmark: _Toc181173564]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
FL	Federated Learning
HFL	Horizontal Federated Learning
VFL	Vertical Federated Learning
RL	Reinforcement Learning
MLKTL			ML Knowledge Transfer Learning
[bookmark: _Toc181173565][bookmark: _Hlk172545896]4	Concepts and overview
[bookmark: _Toc174009124][bookmark: _Toc181173566][bookmark: _Hlk175341526]4.1	Overview
AI/ML techniques have gained significant interests and advancements across various industries, including telecommunications, where they are now being applied to enhance mobile networks. While AI/ML technologies have matured considerably, certain aspects continue to evolve, and new techniques frequently emerge to complement existing methods.
AI/ML techniques can be characterized from several perspectives:
- Learning Methods: AI/ML employs various learning methods such as supervised, semi-supervised, unsupervised, and reinforcement learning. Each method is suited to specific inference categories (e.g., prediction) and requires distinct types of training data. 
- Learning Complexity: AI/ML techniques vary in complexity, ranging from basic Machine Learning to more advanced e.g., Deep Learning with neural networks.
- Learning Architecture: Depending on the topology and location of learning tasks, AI/ML can be categorized into Generative AI, centralized, distributed, and federated learning.
- Learning Continuity: AI/ML can be implemented as online learning, offline learning or continual learning, depending on whether the learning process is static or ongoing.
In the 5GS, AI/ML capabilities are used across various domains, including management and orchestration, 5GC and NG-RAN. The performance of AI/ML inference function within 5GS depends on how well-trained ML models for accurate and efficient inference.
To effectively deploy AI/ML capabilities in 5GS, it is crucial to manage the ML models and AI/ML inference functions according to the specific characteristics and requirements of the use cases they support. 
The study investigates enhancements of AI/ML management capabilities by building on the work from Rel-18 and exploring new management aspects across various 3GPP working groups. Additional advanced use cases are investigated, covering AI/ML management and operational capabilities to support different types of AI/ML technologies required for AI/ML in the 5G system (e.g. Federated Learning, Reinforcement Learning, online/offline learning, Generative AI and Distributed Learning):.
Some primary aspects of AI/ML sustainability are studied, including the evaluation of energy and resource consumption and efficiency impacts associated with AI/ML features across all operational phasessteps (training, testing, emulation, deployment, inference). 
The present TR also investigates management aspects (LCM CM and PM) of additional AI/ML functionalities defined by 3GPP SA WGs and RAN WGs.  
[bookmark: _Toc181173567]4.2	Energy consumption of AI/ML
The energy consumption of AI/ML is to be considered according to various aspects, including:
- Multiplicative aspect: This depends on the phasestep of the AI/ML model lifecycle being considered (e.g., ML model training, ML model testing, AI/ML inference emulation, ML model deployment, AI/ML inference). For instance, AI/ML inference has a repetitive nature, whereas ML model training may be performed only once (though some re-training may be necessary). This multiplicative aspect can be measured by the number of (inference) cycles in each phasestep.
 - Dataset volume: ML model training typically requires large sets of data to be collected, stored and processed, in contrast to AI/ML inference, which generally handles smaller data volumes. Dataset volumes can be estimated by the number of entries in the dataset (e.g. the number of gNBs) multiplied by the number of parameters that characterize each entry (e.g. the number of parameters collected per gNB). Dataset volumes are considerably larger during the ML model training phasestep than during the AI/ML inference phasestep.
- Computational complexity of each cycle: This can be measured by the number of operations (e.g. floating-point operations) performed during each cycle. The computational complexity may vary depending on the ML model’s complexity and software efficiency.
- Performance of the hardware platform: The performance during each phasestep of the AI/ML model lifecycle depends on the type of hardware used (e.g. GPUs vs. CPUs), as well as hardware’s performance characteristics and overall system design.
In contrast with AI/ML energy consumption, AI/ML may also help save energy, e.g. by optimizing the usage of network resources and consequently enabling network energy savings.

[bookmark: _Toc170343393][bookmark: _Toc181173568]5	Management capabilities for AI/ML lifecycle
[bookmark: _Toc181173569]5.1	ML model training
[bookmark: _Toc181173570]5.1.1	ML-Knowledge-based Transfer Learning
Editor’s Note: The content in this clause may need to be aligned with the latest version of TS28.105 [2].
[bookmark: _Toc181173571]5.1.1.1	Description
It is known that existing ML capability can be leveraged in producing new or improving new or other ML capability. Specifically, transfer learning allows knowledge contained in one or more ML models to be transferred to another ML model. Transfer learning relies on task and domain similarity to determine whether parts of a deployed ML model can be reused in another domain / task with some modifications. 
In multi-vendor environments, aspects of transfer learning need to be supported in network management systems. However, as ML models are not expected to be multi-vendor objects, i.e. an ML model cannot be transferred directly from one function to another, the knowledge contained within the model, referred to as ML knowledge, should be transferred instead of the ML model itself. 
ML knowledge represents the information gained through the training of an ML Model (e.g., experience that indicates the recommended outputs for a given set of input data). This information can be of various forms such as statistics (e.g., a distribution) or summaries (e.g.  tables).
For example, knowledge contained in an ML model deployed to perform mobility optimization during the day can be leveraged to produce a new ML model to perform mobility optimization at night. As illustrated in Figure 5.1.1.1-1, the network or its management system needs to have the required management services to support ML Knowledge-based Transfer Learning (MLKTL).  ML Knowledge-based Transfer Learning refers toto the capability of enabling and managing the  transfer learning between any two ML models or training functions.


Figure 5.1.1.1-1: ML Knowledge-based Transfer Learning (MLKTL) flow between the source MLKTL
(which is the MnS producer with the pre-trained ML model), the peer MLKTL
(which is the MnS producer that shall train a new ML model) and the MLKTL MnS consumer
(which may be the operator or another management function that triggers or controls MLKTL)
[bookmark: _Toc181173572]5.1.1.2	Use cases
[bookmark: _Toc181173573]5.1.1.2.1	Discovering sharable Knowledge
For transfer learning, it is expected that the source ML Knowledge-based Transfer Learning (MLKTL) MnS producer shares its knowledge with the target ML training function, either through a single instance of knowledge transfer or through an interactive transfer learning process. The ML knowledge here represents any experiences or information gathered by the ML model within the MLKTL MnS producer through training, inference, updates, or testing. This knowledge can be in the form of data statistics, features of the underlying ML model, or the output of the ML model. The 3GPP management systems should provide mechanisms for an MnS consumer to discover this potentially shareable knowledge as well as the means for the MLKTL provider  to share  that knowledge with the MnS consumer.
[bookmark: _Toc181173574]5.1.1.2.2	Knowledge sharing and transfer learning
Transfer learning may be triggered by an MnS consumer, either to fulfil its own learning needs or delegate the process to another ML training function. The model containing the knowledge may be an independent managed entity or it could be an attribute of a managed ML model or ML training function. In the latter case, MLKTL does not involve sharing the ML model itself or parts of it but would focus on enabling the sharing of the knowledge contained within the ML model or ML-enabled function. 
The 3GPP management system should provide mechanisms and services needed to realize the ML Knowledge-based transfer learning process. Specifically, the 3GPP management system should enable an MnS consumer to request and receive sharable knowledge as well as means for the producer of MLKTL to share the knowledge with the MnS consumer or a designated target ML training function. Similarly, the 3GPP management system should support MnS consumers in managing and controlling the MLKTL process, including handling requests associated with knowledge transfer learning between two ML models directly or via a shared knowledge repository.
The two use cases should address the four scenarios illustrated below. 
It should be note that, the use cases and requirements here focus on the required management capabilities the implementation of the knowledge transfer learning processes are implementation details that are out of the scope of the present document.
Scenario 1: - Interactions for ML-Knowledge-based Transfer Learning (MLKTL) to support training at the ML knowledge Transfer MnS consumer as peer - ML knowledge-based Transfer Learning MnS consumer obtains the ML knowledge which it then uses for training the new ML model based on knowledge received from the MLKTL source MnS producer.
Scenario 2: - iInteractions for ML-Knowledge-based Transfer Learning (MLKTL) to support training at the peer ML Knowledge-based Transfer Learning MnS producer triggered by the MLKTL Source - the ML Knowledge-based Transfer Learning MnS consumer acting as the MLKTL Source (the source of the ML knowledge) triggers the training at the ML knowledge-based Transfer MnS producer by  providing the ML knowledge to be used for the training, the ML Knowledge-based Transfer Learning MnS consumer then undertakes the training.
Scenario 3: - Iinteractions for ML-Knowledge-based Transfer Learning (MLKTL) to support training at the Peer ML knowledge-based Transfer Learning MnS producer who is different from the ML knowledge-based Transfer Learning MnS consumer - the ML knowledge-based Transfer Learning MnS consumer triggers training at the MLKTL peer MnS producer. The MLKTL MnS consumer then obtains the ML knowledge from the MLKTL source MnS producer and then uses the knowledge for training the new ML model based on knowledge received from the MLKTL source MnS producer.
Scenario 4: - Iinteractions for ML-Knowledge-based Transfer Learning (MLKTL) to support training at the Source ML knowledge Transfer MnS producer - the ML knowledge-based Transfer Learning MnS consumer triggers training at the MLKTL source MnS producer. The MLKTL MnS consumer then takes its available ML knowledge-based and uses the knowledge for training the new ML model based.
[bookmark: _Toc181173575]5.1.1.3	Potential requirements
REQ-MLKTL-1: The 3GPP management system should have a capability to enable an authorized MnS consumer to discover available shared knowledge from a given MLKTL MnS producer according to a stated set of criteria. 
REQ-MLKTL-2: The 3GPP management system should have a capability to enable an authorized MnS consumer to request a MLKTL MnS producer to provide some or all the available knowledge for sharing according to specified criteria. 
REQ-MLKTL-3: The 3GPP management system should have a capability for an MLKTL MnS producer to report to an authorized MnS consumer on the available shared knowledge according to a Reporting Criteria specified in a request for information about the available Knowledge.
REQ-MLKTL-4: The 3GPP management system should have a capability enabling an authorized MnS consumer to request a MLKTL MnS producer to initiate and execute a transfer learning instance to a specified ML model or ML-enabled function. 
REQ-MLKTL-5: The 3GPP management system should have a capability to enable an authorized MnS consumer (e.g. an operator or the function/entity that generated the request for available Knowledge) to manage or control the knowledge request or its information and subsequent process, e.g. to suspend, re-activate or cancel the ML Knowledge Request; or to adjust the description of the desired knowledge.
REQ-MLKTL-6: The 3GPP management system should have a capability to enable an authorized MnS consumer (e.g. an operator or the function/entity that generated the request for MLKTL) to manage or control a specific MLKTL Job, e.g. to start, suspend or restart the MLKTL Job; or to adjust the transfer learning conditions or characteristics (i.e. Modify MLKTL Job attributes).
Note: the MLKTL Job represents the process of knowledge-based transfer learning.
REQ-MLKTL-7: The 3GPP management system should have a capability to enable an ML model to register available knowledge to a shared knowledge repository, e.g. through a ML Knowledge Registration process. 
REQ-MLKTL-8: The 3GPP management system should have a capability to enable a Knowledge Repository to act as the MLKTL MnS producer, allowing an authorized MnS consumer to request the shared knowledge repository to provide information on the available knowledge according to specified criteria.
REQ-MLKTL-9: The 3GPP management system should have a capability to enable Knowledge Repository to act as the MLKTL MnS producer allowing an authorized MnS consumer to request the Knowledge Repository to provide some or all the knowledge available for sharing based on specific criteria.
REQ-MLKTL-10: The 3GPP management system should have a capability to enabeenable Knowledge Repository to act as the MLKTL MnS producer allowing an authorized MnS consumer (e.g. an operator or the function/entity that generated the ML Knowledge Request) to manage the request, e.g. to suspend, re-activate or cancel the ML Knowledge Request ; or to adjust the description of the desired knowledge.
REQ-MLKTL-11: The 3GPP management system should have a capability to enable Knowledge Repository to act as the MLKTL MnS producer allowing an authorized MnS consumer (e.g. an operator) to manage or control a specific MLKTL Job, e.g. to start, suspend or restart the MLKTL Job; or to adjust the transfer learning conditions or characteristics.
[bookmark: _Toc181173576]5.1.1.4	Possible solutions
Discovering sharable Knowledge
To discover sharable knowledge:
- 	-	The MnS consumer may send a request to the MLKTL MnS producer to provide information on the available   sharable knowledge. In other words, the MLKTL MnS producer receives a request to report on the available sharable knowledge.
-	-	The request may be generic or may state a set of criteria which the knowledge should fulfil.
-	-	The request may be referred to as MLKnowledgeInfoRequest.
-	-	The MLKnowledgeInfoRequest must have informational description (Metadata description) of the task and domain related to the required knowledge or given a network problem.
-	-	An ML model or a function containing an ML model may register its available knowledge to a shared knowledge repository, e.g. through a MLKnowledgeRegistration process.
-	-	The MLKnowledgeRegistration must contain informational description (Metadata description) of the task and domain related to the registered knowledge or suitable network problem.
Knowledge sharing and transfer learning
To share knowledge:
-		Introduce an IOC for an ML Knowledge request. The MnS consumer may send a request to the MLKTL MnS producer to share a specific kind of knowledge. i.e. the MLKTLT MnS producer receives a request to provide sharable knowledge, The request may be referred to as MLKnowledgeRequest.
-	Introduce an IOC for an ML Knowledge-based transfer learning process or job which is instantiated for any request for transfer learning or ML knowledge-based transfer. The MLKTL MnS producer instantiates a MLknowledge-based transfer learning process. The process may be referred to as MLKTLJob.
-	The MLKTLJob is responsible for adapting the required knowledge into a shareable format with the MLKTL consumer.
-	MLKTLJob may be a continuous process where knowledge is shared with the MLKTL consumer frequently to account for updates in the knowledge.
NOTE: It may also be the case that the consumer directly instantiates the MLKTLJob without a separate request.
[bookmark: _Toc145334665][bookmark: _Toc145421109][bookmark: _Toc145421875][bookmark: _Toc181173577]5.1.1.5	Evaluation
The solution described in clause 5.1.1.4 proposes simple information objects that can enable ML functions to exchange their knowledge to be used towards  for transfer learning, while ensuring that vendor- specific aspects of the ML models are not exposed. Therefore, the solution described in clause 5.1.1.4 isrepresents a feasible approachsolution before prior to further developments and elaboration in the normative specifications.
[bookmark: _Toc181173578][bookmark: _Hlk181822303]5.1.2	ML pre-training
[bookmark: _Toc181173579]5.1.2.1	Description
Pre-training refers to the process of training a ML Model using a  domain-specific related dataset for multiple types of inference. For example, an ML model could be pre-trained with the dataset from SLS analysis capability group covering type of inference including ServiceExperienceAnalysis, NetworkSliceThroughputAnalysis, NetworkSliceTrafficAnalysis, NetworkSliceLoadAnalysis and E2ElatencyAnalysis (see TS 28.104 [3]).
[bookmark: _Hlk167888203]The pre-training is not intended to support a specific aIMLInferenceName but rather focuses on commonality among  number of use cases. 
[bookmark: _Hlk167965306]The ML model training process defined in TS 28.105 [2] covers pre-training.
[bookmark: _Toc181173580]5.1.2.2	Use cases
[bookmark: _Toc181173581]5.1.2.2.1	Consumer requested ML pre-training
[bookmark: _Hlk164354478]The pre-training type follows the standard procedure of ML model training, however the information provided in training request differs. 
[bookmark: _Toc181173582][bookmark: _Toc145421782][bookmark: _Toc145421016][bookmark: _Toc145334573]5.1.2.3	Potential requirements
[bookmark: OLE_LINK3][bookmark: _Hlk164358875]REQ-ML_ TRAIN -MLPT-1: The ML training MnS producer shall have a capability to enable an authorized consumer to request a pre-training of an ML model.
Editor’s NoteNOTE: It is for further discussion if the same requirements in clause 6.2b.3 "Requirements for ML model training" in TS 28.105 [2] related to training function also applies for pre-training.  
[bookmark: _Toc181173583]5.1.2.4	Possible solutions
[bookmark: _Toc181173584]5.1.2.4.1	Possible solution #1
The exstingexisting MLTrainingRequest IOC and MLModel IOC can be enhanced to support pre-traningtraining.
Enhancement on MLTraingRequest IOC:  Since the exstingexisting MLTrainingRequest IOC cannot support consumer requested ML pre-training, it is proposed to introduce following attributes into MLTrainingRequest IOC:
[bookmark: _Hlk175136072]- 	PpreTrainingIndication, indicates that the request model is a Pre-training Model. Besides, change the support qualifier of “aIMLInferenceName” to CM, where the condition is that the ML Model requested to train is not a pre-training ML Model.
-	PpotentialInferenceScope, indicates a set of types of inference, which may include a list of supported aIMLInferenceName.
Enhancement on MLModel IOC:  Since the pre-training is not aimed to support a specific inference capability but focuses on commonality in use cases, it’s proposed to introduce following attributes:
-	PpreTrainingModelIndication, indicates the ML Model is a Pre-training Model. Besides, the support qualifier of “aIMLInferenceName” should be changed to CM, which means this attribute should be present when the MLModel MOI represents a Pre-training Model.
-	PpotentialInferenceScope. Definition is documented above.
[bookmark: _Toc181173585]5.1.2.4.2	Possible solution #2
The exstingexisting MLTrainingRequest IOC and MLModel IOC can be enhanced to support pre-traningtraining.
Enhancement on MLTraingRequest IOC:  Since the exstingexisting MLTrainingRequest IOC cannot support consumer requested ML pre-training, it is proposed to introduce following attributes into MLTrainingRequest IOC:
-	MmLTrainingType, indicates the type of training, e.g. initial training, re-training, pre-training, etc.
-	PpotentialInferenceScope, indicates the inference capabilities. It can be an an NG/RAN capability, MDA capability or any other extension.
Enhancement on MLModel IOC:  
-	PpotentialInferenceScope. Definition is documented above.
The existing ML training procedures in TS 28.105 [2] already include all the necessary mechanisms for initial training and re-training an ML model. The existing MLTrainingRequest IOC can be utilized to support pre-training by reusing the defined attribute MLTrainingType, and PotentialInferenceScope which are of type string and allows for one or more values.  
[bookmark: _Toc181173586]5.1.2.5	Evaluation
Potential Solution #2 offers a simpler, more efficient, and flexible approach to pre-training models , IOCs and mechanisms in TS 28.105 [2]. It minimizes complexity, aligns with current standards making it the preferred solution over Solution #1.
[bookmark: _Toc181173587][bookmark: _Hlk175348334][bookmark: _Hlk181823619]5.1.3	ML Fine-tuning
[bookmark: _Toc181173588]5.1.3.1	Description
ML fine-tuning refers to training an already trained ML model (e.g. a pre-trained ML model) with a changed scope. 
Re-training of an ML Model is not based on a specific type of inference, while fine-tuning of a pre-trained model means that the ML model will be trained with focus on some specific types of inference.
ML Model training process defined in TS 28.105 [2] covers ML fine-tuning.
[bookmark: _Toc181173589]5.1.3.2	Use cases
[bookmark: _Toc181173590]5.1.3.2.1		ML fine-tuning for a pre-trained ML model
An ML model can be trained by dataset that covers more than one type of inference, which the pre-trained model could cover. The pre-trained model can be fine-tuned for specific types of inference by the producer. 
NOTE: It is for FFS for further discussion whether fine-tuning process could be applied for the same producer who pre-trained the model or for another producer. 
[bookmark: _Toc181173591]5.1.3.3	Potential requirements
REQ-ML_ TRAIN-MLFT-1: The ML training MnS producer shall have a capability to enable an authorized consumer to request the fine-tuning of a pre-trained ML model.
[bookmark: _Hlk164361949]Editor’s NoteNOTE: It is for further discussion if the same requirements in clause 6.2b.3 "Requirements for ML model training" in TS 28.105 [2] related to training function also applies for fine-tuning.
[bookmark: _Toc181173592]5.1.3.4	Possible solutions
The exstingexisting MLModel IOC and MLTrainingRequest IOC can be enhanced to support fine-tuning.
Enhancement Aspects on MLTrainingRequest IOC:  Since the exstingexisting MLTrainingRequest IOC cannot support consumer requested ML fine-tuning, both following enhancements are possible.
- 	FineTuningIndication, indicates the consumer requested ML fine-tuning. The support qualifier should be CM, which means this attribute should be present when the MLTrainingRequest MOI represents the request for ML Model Fine-tuning. Besides, change the support qualifier of “aIMLInferenceName” to CM, which means that this attribute should be present when the MLTrainingRequest MOI does not represent the request for ML Model Fine-tuning.
Enhancement Aspects on MLModel IOC:  Since fine-tuning is aiming at a specific inference type for a pre-trained model, the AIML capabilities would be narrowed which has the best performance. It is proposed to introduce following attributes:
-	FinetuningModelIndication, indicates that the ML Model is a Finetuning Model. Besides, change the support qualifier of “aIMLInferenceName” to CM, where the condition is that the ML Model requested to train is not a pre-training ML Model.
-	PotentialInferenceScope, indicates a set of types of inference, which may include a list of supported aIMLInferenceName.
[bookmark: _Toc181173593]5.1.3.5	Evaluation
[bookmark: _Toc181173594]5.1.4	ML model training for multiple contexts
[bookmark: _Toc181173595]5.1.4.1	Description 
ML models can be trained for similar contexts allowing for efficient management of these ML models. If an ML model that is trained for a particular context needs to be updated, it can be realized using an ML model that was trained for different context as the baseline. 
[bookmark: _Toc181173596]5.1.4.2	Use cases
[bookmark: _Toc181173597]5.1.4.2.1	ML model training for multiple contexts
Although the ML model may provide an AI/ML inference service for multiple scenarios, there are similarities in the contexts where ML models operate and perform AI/ML inferences. For e.g., two ML model instances for the same inference type in urban or rural areas would have significant overlap in their contexts. The context similarity can be leveraged in forming a cluster of ML models, where ML model instances in the cluster are either trained from the same previously trained ML model or from an ML model previously trained for another similar context as the baseline. The training of an ML model for multiple contexts allows for efficiency by cluster training rather than individually training each one of them. ML training needs to support the capability to train the cluster of ML models from the same baseline ML model or from an ML model previously trained for another similar context as the baseline. As input to the training, the clustering criteria needed to distinguish the ML model instances may be provided by the MnS consumer. 
In the case of degradation of ML models, updating of ML models is expected to be triggered. For ML models created through cluster training, the retraining of a degraded ML model could be triggered to start from another member of the cluster, i.e. start from an ML model with another context to create a new ML model with the desired context.
[bookmark: _Toc181173598]5.1.4.3	PotenitalPotential Requirements 
REQ-ML_CLUSTER-TRAIN-1: The MLT MnS producer should have a capability for an authorized MnS consumer to request training of a cluster of ML models associated to a set of multiple contexts from a previously trained ML model.
[bookmark: _Toc181173599]5.1.4.4	Possible solutions 
The  MLTrainingRequest IOC has to be extended with:
-	a flag indicating that a cluster of ML models has to be trained.
-	a clustering criteria indicating which ML models can be formed the cluster,. This may indicate context similarities, e.g., similar geographical location, training data similarities etc. Take traffic congestion analysis as example, two ML model instances for one specific inference type during peak and off-peak hours would have significant geographical similarity in their contexts, these two models can be placed in one cluster.thecluster. The DN of the ML instance to be used as the baseline to train another ML model with a related context. 
-	the expectedRunTimeContext can be used to capture the context of new ML models that should be trained.
[bookmark: _Toc181173600]5.1.4.5	Evaluation
The solution described in clause 5.1.4.4 proposes the addition of new attributes to the MLTrainingRequest IoC to enable the MnS consumer to request training of a cluster of ML models associated to a set of multiple contexts from a previously trained ML model. Therefore, the solution described in clause 5.1.4.4 is a feasible solution to be developed further in the normative specifications.

[bookmark: _Toc181173601]5.1.5	ML training data statistics
[bookmark: _Toc181173602]5.1.5.1	Description 
During ML training, it is important to ensure that training data is as uniform and representative as possible, and outliers are handled appropriately during the data pre-processing so as to train robust ML models that do not require frequent re-training. The MnS consumer may request the ML training producer to train the ML model with specific training data statistical properties.
[bookmark: _Toc181173603]5.1.5.2	Use Cases
[bookmark: _Toc181173604]5.1.5.2.1		Training data statistical properties for ML training
Non-uniform distribution of training data can significantly degrade the performance of trained ML models. The ML model may learn and reflect this non-uniformity, rather than the true underlying patterns in the data. This could lead to inaccurate predictions when the ML model is deployed for inference. Furthermore, an ML model trained on non-uniform data may not generalize well to new unseen data, as the training data might not accurately represent the full range of possible inputs the ML model may encounter during inference. This can limit the usefulness of the ML model.
Similarly, outliers in training data can significantly degrade the performance of trained ML model. ML models learn to make predictions based on the patterns they identify in the training data. Outliers can skew these patterns and lead to an ML model that is biased towards these extreme values, rather than accurately reflecting the majority of the data.
Therefore, it is crucial to ensure that training data is as uniform and representative as possible, and outliers are handled appropriately during the data pre-processing so as to train robust ML models that do not require frequent re-training. 
[bookmark: _Toc181173605]5.1.5.3	Potential requirements
REQ-DATA-STAT-1: The 3GPP management system should enable an authorized consumer to provide information on the training dataset distribution that the ML Training MnS producer should take into account for training an ML model. 
REQ-DATA-STAT-2: The 3GPP management system should enable an authorized consumer to provide information on the usage of outliers in the training dataset that the ML Training MnS producer should take into account for training an ML model.
[bookmark: _Toc181173606]5.1.5.4	Possible solutions
1) Introduce a new attribute of type, e.g., datasetStatisticalProperties, in the MLTrainingRequest IoC requested by an authorized MnS Consumer to the ML Training MnS Producer. This information influences the training data selection mechanisms to be used for training an ML model, assuring that the trained ML model reflects the statistical characteristics of the data that are relevant for the aIMLinferenceName. The proposed datasetStatisticalProperties datatype may include the following two attributes: 
-	UniformlyDistributedTrainingData - It indicates the need for using training data that are uniformly distributed according to the different aspects of the aIMLinferenceName. The type of this attribute is Boolean. For e.g., in case of coverage problem analytics, training data samples for gNBs belonging to each geographical location area needs to be uniformly distributed for the ML model to correctly determine in which geographical location areas the coverage problem occurred during inference. When non-uniform distribution data samples are used to train the ML model and deployed to the coverage analysis inference function, it could lead to inaccurate predictions for the coverage problems
-	TrainingDataWithOrWithoutOutliers – It indicates that the training data samples should consider or disregard data samples that are at the extreme boundaries of the value range. The type of this attribute is Boolean. For e.g., in case of coverage problem analytics, if there are only few training data samples belonging to a particular geographical location, they may be considered as outliers with respect to the other training data samples.
[bookmark: _Toc181173607]5.1.5.5	Evaluation
The solution described in clause 5.1.5.4 proposes the addition of two new attributes to the MLTrainingRequest IoC to enable the MnS consumer to indicate the training data statistical properties allowed to be used by the MnS producer for training an ML model. Therefore, the solution described in clause 5.1.5.4 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173608]5.1.6	ML model confidence
[bookmark: _Toc181173609]5.1.6.1	Description 
Confidence is a measure of the probability that a prediction made by the ML model is correct. It is often expressed as a percentage, with 100% being absolute certainty and 0% being absolute uncertainty. Confidence score can be useful in prediction-making processes, where a certain level of confidence might be required before taking action based on the ML model’s prediction. However, it is important to note that a high confidence score does not guarantee the the ML model’s prediction is correct, but it only indicates the ML model belief in its prediction. In simpler terms, confidence is a measure of the ML model’s certainty about its prediction. It is not a measure of the ML model’s accuracy or correctness. An ML model can be very confident about a prediction and still be wrong. Conversely, an ML model can be less confident about a prediction and still be correct.
[bookmark: _Toc181173610]5.1.6.2	Use Cases
[bookmark: _Toc181173611]5.1.6.2.1	Model Confidence Threshold in ML Training
In the ML training phasestep, the ML training function may support the capability to evaluate the confidence value of the trained ML model. The ML model confidence value indicates the average confidence value (in unit of percentage) that the ML model would perform for data with the same distribution as training data. Essentially, this is a measure of degree of the convergence of the trained ML model. Therefore, the MnS consumer may prefer to indicate the confidence threshold value that the trained ML model should satisfy before the ML model is deployed for inference.
[bookmark: _Toc181173612]5.1.6.3	Potential requirements
REQ-MODEL_CONF-1: The AI/ML training MnS producer should have a capability allowing an authorized MnS consumer to indicate the  minimum average confidence vlaue that the AI/ML MnS producer should meet on the trained ML model.  
[bookmark: _Toc181173613]5.1.6.4	Possible solutions
Introduce a new attribute, e.g., modelConfidenceIndication, in the MLTrainingRequest IoC requested by an authorized MnS consumer to the ML Training MnS Producer. This attribute indicates to the ML Training MnS Producer the minimum average confidence value (in unit of percentage) that the ML model should meet on the data with the same distribution as training data. The attribute is of type real with allowed values {0…100}.
[bookmark: _Toc181173614]5.1.6.5	Evaluation
The solution described in clause 5.1.6.4 proposes the addition of a new attribute to the MLTrainingRequest IoC to enable the MnS consumer to indicate the minimum average confidence value that the MnS producer should meet for training an ML model. Therefore, the solution described in clause 5.1.6.4 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173615]5.1.7	Management of Reinforcement Learning
[bookmark: _Toc181173616]5.1.7.1	Description 
Reinforcement Learning (RL) is a type of machine learning where an agent learns to make decisions by taking actions in an environment to achieve a goal. The agent learns from the consequences of its actions, rather than from being explicitly taught and it selects its actions based on its past experiences (exploitation) and also by new choices (exploration), which is essentially a trial-and-error approach. In RL process, an agent interacts with the environment in discrete time steps. At each time step, the RL agent receives the current state of the environment and selects actions to be taken. The environment provides the new state in turn and the RL agent will receive the reward based on the state of the environment. For example, RL is applied for coverage problem analysis use case, the RL agent actions are used to optimize the coverage problem, and the RL environment can be the simulation environment. The actions can be changes to the values of network adjustable parameters (e.g. change the transmission power of the NR sector carrier, see TS 28.104 [3]). The states can be the network PMs/KPIs like RSRP distribution etc. The reward can be the score of an RL performance metric to evaluate the PMs/KPIs. The goal of the agent is to learn a policy, which tells it what action to take under what circumstances, that maximizes the sum of rewards. The main advantage of this approach is in the ability to automatically adapt to the characteristics of the environment, making it suitable approach for handling dynamic environments such as mobile networks. 
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Figure 5.1.7.1-1: Reinforcement Learning in Domain Management Function
[bookmark: _Toc181173617]5.1.7.2	Use cases
[bookmark: _Toc181173618]5.1.7.2.1	Exploration in Reinforcement Learning
Reinforcement Learning (RL) has the ability to learn and adapt itself to dynamic environments and thus finds the near optimal solution to the problem. This makes the RL-based approaches very interesting for applications in the mobile networks. However, the potential negative impact to the mobile network caused by RL is still the main drawback. In particular, during the exploration step performing trials and learning from errors may have an impact on the operational network and may result in unsafe operations causing network performance degradations. Therefore, the exploration step in RL needs to be under a controlled environment or a stable training configuration (higher exploration rate always results in a higher training efficiency with a more severe network performance degradation) that is not supposed to violate system performance requirements. If the RL agent behaves in an unexpected manner, there needs to be a set of fall-back actions in place, e.g., to switch from RL-based solution to non-RL-based solution, to fall back to last discrete time step, and to terminate the RL process. 
For RL management, the MnS consumer can query the ML Training MnS producer to discover if RL is supported. When RL is supported, a consumer may want to provide a scope (e.g., geographical area, time window) that can aid the producer to select/create the environment when performing RL. In the event RL is supported, the consumer may also want to state their preference for environment type for RL during training i.e. simulated environment or real network. When the real network is preferred by the MnS consumer, the consumer can provide network performance requirements (e.g. lower bound threshold, acceptable range, maximum performance deterioration Rate, etc.) of performing ML training of RL, so as to make the MnS producer adapt the training configurations to meet the network performance requirements.
NOTE: Support for both environment types can be considered optional in the RL training. 
[bookmark: _Toc181173619]5.1.7.2.2	Training Conflict in Reinforcement Learning
The training process of RL is realized by the actions with their impacts to the RL environment. In the online training, if there are multiple RL training processes (of multiple ML models for different AI/ML inference functions) sharing a same RL environment, simultaneously, they will interfere with each other, which may cause the training conflict. To be specific, if multiple ML training processes of RL have conflicts, their agents may make actions at the same time, then the state of the RL environment will be affected by these actions. This kind of training error will result in the performance loss of the trained ML models, even cause the training process difficult to converge.
For example, for the training processes whose related inference functions are load balancing optimization (LBO) and mobility robustness optimization (MRO), their RL environment states both include the cell load while the actions from the two RL agents both include the cell individual offset (CIO) adjustment to optimize the handover decisions. If these two RL training processes are processed at the same time with a same environment for an MnS producer, the loads of the adjacent cells will be affected by both training processes, thus causing the training conflict.
For control the conflict of reinforcement learning, the MnS consumer should know whether there are conflicts during the RL training. The producer should determine the conflict and provide the training conflict indication in RL training to authorized MnS consumer. The MnS consumer may specify the conflict resolution requirements to producer. For example, the consumer can cancel/suspend some training processes or configure conflict resolution requirements in advance.
[bookmark: _Toc181173620]5.1.7.3	Potential Requirements
REQ-RL_MGMT-01: The ML training MnS producer should have a capability allowing an authorized MnS consumer to query if RL training is supported.
REQ-RL_MGMT-02: The ML training MnS producer should have a capability allowing an authorized MnS consumer to specify the preferred RL environment type.
REQ-RL_MGMT-03: The ML training MnS producer should have a capability to allow an authorized MnS consumer to specify the preferred RL environment scope.
REQ-RL_MGMT-04: The ML training MnS producer should have a capability to allow an authorized MnS consumer to specify RL configuration scope for exploration in reinforcement learning.
REQ-RL_MGMT-05: The ML training MnS producer should have a capability allowing an authorized MnS consumer to provide network performance requirements of performing RL training.
[bookmark: _Toc145334660][bookmark: _Toc145421104][bookmark: _Toc145421870]REQ-RL_MGMT-06: The ML training MnS producer should have a capability to provide the training conflict indication during RL online training to authorized MnS consumer.
REQ-RL_MGMT-07: The ML training MnS producer should have a capability allowing an authorized MnS consumer to specify the conflict resolution requirements during RL online training.
[bookmark: _Toc181173621]5.1.7.4	Possible solutions
[bookmark: _Toc172570857][bookmark: _Toc181173622]5.1.7.4.1	Possible solution #1
This solution proposes to enhance the existing MLTrainingRequest IOC and MLTrainingReport IOC to allow the RL consumer to specify RL requirement including environment selection and performance requirements. 
Enhancement on MLTrainingFunction IOC:
Extend the existing IOC MLTrainingFunction with an attribute whose datatype is the supported learning technology including RL training, indicating the supported RL environment type (e.g. RL on simulation environments, RL on the real network) of the MnS producer.
Enhancement on MLTrainingRequest IOC:  Introduce a new <<datatype>> “RLRequirement” to the MLTrainingRequest IOC, which may include following attributes:
-	RLEnviromentType, represents required RL environment type. The allowed values may be “Online”, “Offline” representing real-network and simulation network respectively.
-	RLEnviromentScope, represents RL environment scope, which may be a RL geographical area and/or network node(s), time window and required network load. .
-	RLConfigurationScope, e.g., the range of actions that the agent is allowed to take.
-	RLPerformanceRequirements, represents the attribute of the network performance requirements for online ML training, which indicates the tolerable network performance degradation (e.g. minimum or maximum performance threshold, acceptable range or maximum performance deterioration ratio). When the network performance is within the range, the RL training process can be continued. Otherwise, fall back actions can be determined by the producer. 

[bookmark: _Toc181173623]5.1.7.4.2	Possible solution #2
The existing MLTrainingProcess IOC or MLTrainingReport should be enhanced to support the management of reinforcement training conflict.
When training process detect the conflicts, it suspends the process and generate a conflict information. 
-	Option1: extend MLTrainingProcess IOC with this conflict information. The producer writes the conflict information and notify to the consumer
-	Option2: extend MLTrainingReport IOC with this conflict information. The producer writes the conflict information into the training report and notify the report to the consumer
The MnS consumer can get this attribute from multiple MLTrainingProcess MOIs or MLTrainingReport MOI then the cosumerconsumer can determine the conflict training processes. The MnS consumer can modify the existing cancelpProcess or suspendpProcess attribute to manage the training processes, so as to avoid training conflicts.
[bookmark: _Toc181173624]5.1.7.5	Evaluation
The solution described in clause 5.1.6.4 proposes the addition of a new attribute to the MLTrainingFunction IOC to indicate the supported RL training and new attributes to the MLTrainingRequest IOC to enable the MnS consumer to indicate the preferred RL environment type and RL environment scope. Therefore, the solution described in clause 5.1.6.4 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173625]5.1.8	Sustainable AI/ML for ML training
[bookmark: _Toc181173626]5.1.8.1	Description 
Sustainable AI/ML aims to reduce energy usage in the ML model training step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for ML model training which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
[bookmark: _Toc145421155][bookmark: _Toc145334711][bookmark: _Toc145421921][bookmark: _Toc181173627]5.1.8.2	Use cases
[bookmark: _Toc145421156][bookmark: _Toc145334712][bookmark: _Toc145421922][bookmark: _Toc181173628]5.1.8.2.1	AI/ML energy consumption evaluation and reporting for ML model training
AI/ML energy consumption is a significant concern, especially as ML models become more complex and data-intensivedata intensive. The ML model training is typically the most energy-intensive part since it involves processing large datasets and performing numerous calculations to adjust the ML model parameters. 
The MnS consumer may have concern on the energy consumption for ML model training and the MnS Producer should report the related information. MnS Consumer may ask the MnS Producer to report the energy consumption of training each ML model. To satisfy such query request from the MnS consumer, methods should be investigated to measure AIML energy consumption. Then, MnS Consumer can use the energy consumption information and compare with the network performance gain due to ML model to evaluate the total benefit of using the MlL model. Alternatively, the MnS consumer may ask the MnS Producer to report the number of floating-point operations for training each ML model.
Regarding the various AI/ML energy consumption aspects outlined in clause 4.X2, ML model training may be characterized by several factors including:
- Number of cycles, a low number of cycles generally contributes to reduced energy consumption,
- Dataset size, large datasets generally contribute to  increased energy consumption due to intensive data processing,
- Number of floating-point operations, complex ML model contributes to increased energy consumption,
- Deployment on high-end hardware platform, which can either increase energy consumption due to 
their substantial power requirements, or reduce it by offering higher energy efficiency through 
optimized performance.

[bookmark: _Toc181173629]5.1.8.3	Potential Requirements
REQ-AIML_TRAIN_ENERGY_MGT-01: The MLT MnS producer should have a capability to allow an authorized MnS consumer to query energy consumption or the number of floating-point operations pertaining to training each ML model.
REQ-AIML_TRAIN_ENERGY_MGT-02: The MLT MnS producer should have a capability to report the energy consumption or the number of floating-point operations pertaining to training each ML model to an authorized consumer.
[bookmark: _Toc181173630]5.1.8.4	Possible solutions
[bookmark: _Hlk181188705]5.1.8.4.1	Possible Ssolution #1: 
The IoC MLTrainingReport needs to be enhanced with a new attribute related to energy consumption for training each ML model, e.g., modelEnergyConsumptionTraining. This attribute is of type real and indicates the energy consumption value pertaining to the ML model training, e.g., kilowatt-hour “KkWh”.
Editor’s NoteNOTE: The method to determine energy consumption for ML model training is FFSfor further discussions. If energy consumption for ML model training cannot be determined, the proposed possible solution #1 in 5.1.8.4.1 becomes redundant.
5.1.8.4.2	Possible Ssolution #2: 
The IoC MLTrainingReport needs to be enhanced with a new attribute, e.g., flopsTraining, to indicate the number of floating-point operations needed to train an ML model. This attribute is of type integer. 
[bookmark: _Toc181173631]5.1.8.5	Evaluation
[bookmark: _Toc50630200][bookmark: _Toc66877266][bookmark: _Toc181173632]5.1.9	ML model distributed training
[bookmark: _Toc181173633]5.1.9.1	Description
Distributed training is a model training paradigm that involves spreading training workload across multiple training functions, to accelerate the training process and/or reduce the required computational resources. Distributed training can be used for traditional machine learning models, as well as for large models.
In 5GS, the ML training function may be located within the management system or in the NF (e.g. gNB or NWDAF), i.e. the worker node for training. Each node has different computing resources and storage capacity based on physical infrastructure such as CPU/GPU/DPU, memory, storage, and network bandwidth. In order to obtain load balance between nodes and maximize the efficiency of resource utilization, splitting up the training may be necessary and involving multiple training functions according to the actual situation of nodes may be needed. Thus, aspects of distributed training need to be supported in the management systems.
[bookmark: _Toc50630202][bookmark: _Toc66877268][bookmark: _Toc181173634]5.1.9.2	Use cases
[bookmark: _Toc181173635]5.1.9.2.1	ML model distributed training
In 5GS, the MnS consumer may require to speedspeeding up the training process under certain conditions (e.g. the size of the model may be too large for a single training function).
[bookmark: _Toc50630203][bookmark: _Toc66877269][bookmark: OLE_LINK5]When receiving an ML training request, the MLT MnS producer may evaluate whether distributed training is needed according to the training requirements provided by the ML training consumer, and it is up to the MLT MnS producer  to determine appropriate training function(s) which need to participate in the ML model training. Collaboration and mutual agreement may require between distributed ML training functions.
The actions of ML model distributed training may involve for example, splitting the training of an ML model across many ML training functions, each responsible for computing a portion of the model's operations.
NOTE 1:	How to split the ML model and synchronize the parameters in different training function depends on the distributed algorithm which are proprietary and not in scope for standardization.
NOTE 2: The data exchange between different training functions should be in the security tunnel with appropriate authentication and authorization mechanisms.
[bookmark: _Toc181173636]5.1.9.3	Potential requirements
REQ-ML_DIST-TRNG-01:	The ML training MnS producer should have a capability allowing the authorized consumer to provide distributed training requirements to the MnS Producer.
[bookmark: _Toc50630204][bookmark: _Toc66877270][bookmark: _Toc181173637]5.1.9.4	Possible solutions
[bookmark: _Toc181173638]5.1.9.4.1	ML model distributed training
This solution uses the instances of following IOCs for interaction between ML Training MnS producer and consumer to support the management of ML model distributed training.
-	New attribute name “isDistributedTraningSupported” for MLTrainingFunction IOC (see TS 28.105 [2]) to indicate whether the ML Training function could support ML model distributed training.
-	Introduce a new datatype for MLTrainingRequest IOC to capture the requirement from the consumer which may contain the following attributes:
-	-	attributes which indicate the requirement for distributed training, e.g. total training time, computing resources etc.
-	-	“suggestedTrainingNode” list which indicate suggested training nodes.
NOTE: The suggested NRM fragment structure may need to be refactored and aligned with other solutions in normative phase.
[bookmark: _Toc66877274][bookmark: _Toc181173639]5.1.9.5	Evaluation
TBD
[bookmark: _Toc145334551][bookmark: _Toc145420994][bookmark: _Toc145421760][bookmark: _Toc181173640]5.1.10	Management of Federated Learning
[bookmark: _Toc145334552][bookmark: _Toc145420995][bookmark: _Toc145421761][bookmark: _Toc181173641]5.1.10.1	Description
Federated Learning (FL) is a distributed machine learning approach that allows multiple FL clients to collaboratively train an ML model on local datasets contained in each FL client without explicitly exchanging data samples. 
FL is supported by a group of FL clients and FL server wherein FL client keeps the data localized and private, and trains the ML model directly on the local nodes (client) where the data is generated or stored. 
Federated learning can be categorized into two main types: Horizontal federated learning (HFL) and Vertical federated learning (VFL), based on the nature of the data distribution and the way the model training is orchestrated among participants. For HFL, the process typically includes FL Client discovery and selection, and ML model distribution and aggregation.
-



Figure 5.1.10.1-1: ML model distribution and aggregation for HFL
NOTE:  A prior agreement needs to exist between the FL server and the FL clients to exchange ML models. 
[bookmark: _Toc145334553][bookmark: _Toc145420996][bookmark: _Toc145421762][bookmark: _Toc181173642]5.1.10.2	Use cases
[bookmark: _Toc145334554][bookmark: _Toc145420997][bookmark: _Toc145421763][bookmark: _Toc181173643]5.1.10.2.1	Management of different roles in Federated Learning
For FL, an ML model is collaboratively trained by a group of FL clients (e.g., MTLF in NWDAFs) including one acting as FL server and the others acting as FL clients. Federated Learning training allows multiple FL clients to collaboratively train an ML model on local datasets, it means that the local training of each FL client needs to start and complete almost at the same time to ensure the performance of ML model aggregation performing in FL server.
For managing the FL, the ML training MnS consumer needs to know the FL clients and FL server involved in the FL, so that the consumer understands the impact of each one of them and can manage it correspondingly.
When receiving an ML Training request, the ML Training MnS Producer should evaluate whether FL process needs to be started according to the training requirements (e.g., minimal number of FL Clients, minimal number of total iterations, minimal number of data samples and available time of the FL Clients) provided by the ML training consumer. Based on the received requirements, the FL server may select appropriate FL Clients. 
To evaluate the performance of FL, the consumer needs to know the performance of the final global ML model running on the local training data set of participating FL clients. For instance, if an FL server cannot generate a global ML model with satisfied performance for the FL clients, the consumer may interact with the MnS ML training producer to optimize the FL for future training, e.g., updating the criteria for selecting FL clients.
In addition, the consumer needs to get the information about the contribution of each FL client to the FL process, for instance, number of iterations the FL client participated in the FL, number of data examples the FL client used, training duration the FL Client performed. 
Maintaining a Federation Learning process in FL execution phase is helpful to make the FL training efficient, which may include reselection, addition, or removal of FL Client(s). The consumer needs to get the information of candidate FL clients and contribution of each FL client to maintain the FL process.
[bookmark: _Toc145334555][bookmark: _Toc145420998][bookmark: _Toc145421764][bookmark: _Toc181173644]5.1.10.3	Potential requirements
REQ-FL_MGMT-01: The ML training MnS producer should have a capability allowing an authorized consumer to discover the FL roles (FL server or FL client) in Federated Learning.
REQ-FL_MGMT-02: The ML training MnS producer should have a capability allowing an authorized consumer to provide FL training requirements to the MnS Producer.
REQ-FL_MGMT-03: The ML training MnS producer should have a capability allowing an authorized consumer to provide requirements for selecting FL clients in Federated Learning to the MnS Producer.
REQ-FL_MGMT-04: The ML training MnS producer should have a capability allowing an authorized consumer to get the performance of ML model on each participating FL client.
REQ-FL_MGMT-05: The ML training MnS producer should have a capability to report the information about the contribution of each FL client to the FL process to MnS consumer.
REQ-FL_MGMT-06: The ML training MnS producer should have a capability to report the candidate FL Clients for the FL process.
REQ-FL_MGMT-07: The ML training MnS producer should have a capability allowing an authorized consumer to reselect, add, or remove the FL Clients in the FL Process according to the candidate FL clients.
[bookmark: _Toc181173645]5.1.10.4	Possible solutions
This solution uses the instances of following IOCs for interaction between ML Training MnS producer and consumer to support the management of Federated Learning.
1) 1)	The IOC MLTrainingFunction (see TS 28.105 [2]) extended with the following attributes:
-	-	the supported role for FL, which indicates the FL role (FL server or FL client) for each type of ML model (identified by ML model Id) for which the ML Training function participates into the ML training.
2)  2)	A new IOC containing the FL requirements under MLTrainingFunction (see TS 28.105 [2]). This IOC contains the following attributes:
-	-	FL client selection requirements for each type of ML model (identified by ML model Id) for which the ML training function acts as the FL server. The requirements could be minimal available data samples (e.g., the number of available data samples), minimal available time, geographical location, minimal training performance score of the interim local ML model running on the local training data samples on the FL client.

The IOC is illustrated by IOC XYZ in figure 5.1.10.4-1 below.



Figure 5.1.10.4-1: Example of NRM fragment for FL requirements
3) 3)	The IOC MLTrainingReport (see TS 28.105 [2]) extended with the following attributes:
-	-	FL result, including the information about the contribution of each participating FL client to the FL process, and the performance score of the final global ML model running on the local training data set on each FL client.
-	-     candidateFLClientID, indicates the DN of the candidate FL client.
NOTE: The criterion to calculate the contribution of each FL Client is to be further discussed in the normative phase.
[bookmark: _Toc181173646]5.1.10.5	Evaluation
[bookmark: _Toc181173647]5.1.11	ML Authentication
[bookmark: _Toc181173648]5.1.11.1	Description
Authentication is a fundamental requirement for ensuring the integrity and security of the ML model training process. It is imperative that each participating entity, whether operating within a centralized, distributed, or federated learning environment, is authenticated is using a secure and reliable method. This practice serves to prevent unauthenticated access and guarantees that only verified entities will participate in the ML training process, thereby maintaining integrity, accuracy and reliability of the overall ML model.
As part of the training process, each participating entity should authenticate. The ML training function is responsible for validating these authentications to ensure that all entities participating on the ML Training process are verified.
The existing authentication mechanisms specified in TS 28.533 [6], clause 4.9.1, provide the necessary framework for ML authentication. These outline robust authentication services, including the use of certificates, tokens, or mutual authentication protocols, ensuring that only authenticated entities are permitted to contribute to the training process.
[bookmark: _Toc181173649]5.1.11.2	Potential Requirements
REQ-ML_AUTH-01: The ML training MnS producer should support the capability to authenticate all participating entities involved in a training process.
[bookmark: _Toc181173650]5.1.11.3	Possible Solution
The authentication mechanisms specified in TS 28.533 [6], clause 4.9.1, provide the necessary framework for ML authentication in centralized, distributed, and federated learning environments. These mechanisms include secure methods such as certificates, tokens, and mutual authentication protocols, ensuring that only authorized entities participate in the ML model training process.
[bookmark: _Toc181173651]5.1.11.4	Evaluation
The solution in clause 5.1.11.3 is feasible, offering a simple and efficient approach by reusing the existing authentication mechanisms from TS 28.533 [6]. This approach minimizes complexity and requires no additional development in the normative specifications. Any more advanced solutions, if necessary, would require further investigation.Bottom of Form
[bookmark: _Toc181173652]5.1.12	AI/ML prediction latency
[bookmark: _Toc181173653]5.1.12.1	Description
AI/ML prediction latency refers to the time it takes for an ML model to process an input and produce an output. This is a critical metric for real-time AI/ML enabled use cases where quick responses are essential. It is important to have the awareness of AI/ML prediction latency as well as to allow consumer to indicate the requirements regarding the AI/ML prediction latency.
[bookmark: _Toc181173654]5.1.12.2	Use cases
[bookmark: _Toc181173655]5.1.12.2.1	AI/ML prediction latency during ML model training
Depending on the use case, the AI/ML training MnS consumer specifies ML model performance requirements that need to be considered during the training process by the ML training MnS producer. For use cases with stringent time constraints, these requirements may include specific targets for the latency of AI/ML prediction computations. 
To meet these latency requirements, the ML training MnS producer can employ various optimization techniques during model training (e.g., quantization, pruning). 
By carefully selecting and applying optimization techniques, the ML training MnS producer can ensure that the trained ML model meets the specified latency requirements, thereby enabling real-time performance in critical use cases. 
[bookmark: _Toc172570814][bookmark: _Toc181173656]5.1.12.3	Potential requirements
REQ-AI/ML_Train_Latency-1: The 3GPP management system should have a capability allowing an authorized MnS consumer to provide the accepted AI/ML prediction latency requirements.
[bookmark: _Toc181173657][bookmark: _Hlk180309295]5.1.13	 			ML explainability
[bookmark: _Toc181173658]5.1.13.1	Description
Explainable ML refers to a process that enables the consumers (e.g., human operator) to understand and trust the outputs provided by ML models. In essence, explainable ML is about making the decision-making of ML comprehensible to its consumers. On a broad level, explainable ML can be categorized into two types: 
-	Local explanation: The aim is to explain individual outputs provided by an ML model, i.e., it focuses on explaining why a specific output was generated by the ML model for a particular input data sample.
-	Global explanation: The aim is to explain the whole ML model behaviour, i.e., it focuses on explaining how the ML model works in general across several or all possible input samples.
[bookmark: _Toc181173659]5.1.13.2	Use cases
[bookmark: _Toc172570823][bookmark: _Toc181173660]5.1.13.2.1	Local explanation in ML training
Local explanation is an additional information that the MnS consumer can use to analyze the ML model’s potential impact in terms of network performance gain and make informed decisions regarding deactivation of AI/ML inference or fallback to previous version of the ML model. The ML Training Request IOC initiated by the MnS consumer does not specify requirements for local explainability support in ML model training. It is essential for the MnS consumer to indicate this need so that the MnS producer can preprocess the training data or employ suitable techniques to generate local explanations. 
[bookmark: _Toc181173661]5.1.13.3	Potential requirements
REQ-ML-TRAIN-EXP-1: The 3GPP management system should provide the capability for an authorized consumer to indicate the support for local explanations in ML model training.
REQ-ML-TRAIN-EXP-2: The 3GPP management system should provide the capability for an authorized consumer to receive from the ML training MnS producer the generated local explanations.
[bookmark: _Toc172570825][bookmark: _Toc181173662]5.1.13.4	Possible solutions
Introduce a new attribute, e.g., localExplanationIndicator, in the MLTrainingRequest IoC requested by an authorized MnS Consumer to the ML Training MnS Producer. This information indicates whether the local explanations are needed or not for the aIMLInferenceName. The attribute is of type Boolean. 
[bookmark: _Toc181173663]5.2	ML model testing
[bookmark: _Toc181173664]5.3	AI/ML inference emulation
[bookmark: _Toc181173665]5.3.1	ML inference emulation
[bookmark: _Hlk180576862]Editor’s Note: The content in this clause may need to be aligned with the latest version of TS28.105 [2].
[bookmark: _Toc181173666]5.3.1.1	Description
A trained ML model can be used for inference within the stated scope e.g. on a managed function or in a management function. Accordingly, there may be an AI/ML inference MnS producer that is responsible for executing the inference process.
[bookmark: _Toc181173667]5.3.1.2	Use cases
[bookmark: _Toc181173668]5.3.1.2.1	AI/ML inference emulation 
After an ML model is trained, validation is done to ensure the training process is completed successfully. Typically, validation is done by preserving part of the training data set and using it after training to check whether the ML model has been trained correctly. However, even after the ML model is validated during development, inference emulation is necessary to check if the ML model is working correctly under certain runtime context or using certain inference emulation data set. 
In principle, the two operations are similar on a functional level, where both of them check the ML performance against given context or data to ensure the ML functionality is performing correctly. However, inference emulation involves interactions with third parties, e.g. the operators who use the ML model or third-party systems that may rely on the results computed by the ML model. 
For these reasons, it is necessary to support inference emulation, specifically to support means:
-	-	Enabling a given MnS consumer to request for a specific AI/ML capability to be executed in ML inference emulator environment.
-	-	For a given MnS consumer to request a specific ML inference emulator to execute a given AI/ML capability.

-	-	For a managed function to act as a ML inference emulator and execute AI/ML capabilities in a controlled way.
The network or its management system needs to have the capabilities and provide the services needed to enable the MnS consumer to request inference emulation and receive feedback on the inference emulation of a specific ML model or of an application or function that contains an ML model.
[bookmark: _Toc181173669]5.3.1.2.2	Managing ML inference emulation
The 3GPP management system may have resources for multiple emulation environments to be used depending on need. These may include simulation environments, a digital twin of the network, a test network or even the real network under curtain constrained conditions, e.g. for a selected set of UEs. The different emulation environments may represent varying levels of trust that the operator or management system has in the ML model or AI/ML inference functions.Accordinglyfunctions. Accordingly, 3GPP management system needs to have means and method for orchestrating the inference emulation  which could be an inference emulation orchestrator or an inference emulation function. 
Key aspects of the orchestration may include:
-	-	the emulation progression process involves selecting the appropriate type and instance of an emulation environment to test an ML model, AI/ML inference function or its actions, based on the testing needs  and the available emulation environments and their resources;
-	-	the emulation process may also involve executing the ML model, AI/ML inference function or its actions on the real network but in a controlled manner, e.g. only within certain hours or only on cells with a particular types of load or only on cells in a particular geographical areas or in limited subscriber groups.
Accordingly, the actions perfrormedperformed by the inference emulation function may include:
-	-	Controlling the allowed parameter space/ranges of the parameters optimized by the ML model or AI/ML inference function depending on the emulation environment to which the ML model, AI/ML inference function or the actions are being executed.
-	-	Adjusting the parameter space  taking into consideration the observed behaviour of the ML model or AI/ML inference function.
-	-	Deploying the actions of the ML model or AI/ML inference function on a selected emulation environment or the real network.
-	-	Blocking the ML model or AI/ML inference function from being deployed on the network.
[bookmark: _Toc181173670]5.3.1.3	Potential requirements
REQ-AI/ML_EMUL-1: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer to query the available emulation environment(s).
REQ-AI/ML_EMUL-2: The MnS producer for AI/ML inference emulation should have a capability to inform an authorized MnS consumer of the available emulation environment(s).
REQ-AI/ML_EMUL-3: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer to request an ML inference emulation for a specific ML model or models.
REQ-AI/ML_EMUL-4: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer to request for ML inference emulation for a specific ML model using specified data or data with specifically stated characteristics and inference emulation features.
REQ-AI/ML_EMUL-5: The MnS producer for AI/ML inference emulation should have a capability to inform authorized MnS consumer about the status of the emulation of an ML model under emulation.
REQ-AI/ML_EMUL-6: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer (e.g. an operator) to manage or control a specific ML inference emulation process, e.g. to start, suspend or restart the inference emulation; or to adjust the inference emulation conditions or characteristics.
REQ-AI/ML_EMUL-7: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer to request reporting, and receive reports on the progress and outcome of an emulation process.
REQ-AI/ML_EMUL-8: The MnS producer for AI/ML inference emulation should have a capability to allow an authorized MnS consumer to configure an ML model or AI/ML inference function supporting with a level of trust that expresses the degree to which the ML model or AI/ML inference function or its actions  have been verified as trusted.
REQ-AI/ML_EMUL-9: The MnS producer for AI/ML inference emulation should have a capability to graduate an ML model, AI/ML inference function, or its actions  through different levels of trust, each indicating the degree to which the ML model, AI/ML inference function or actions have been verified as trusted.
[bookmark: _Toc181173671]5.3.1.4	Possible solutions
1) 1)	Introduce an IOC with the properties of the ML inference emulation function. This may be termed as an MLInferenceEmulationFunction to be name-contained in either a Subnetwork, a ManagedFunction or a ManagementFunction. The MLInferenceEmulationFunction may be a separate function or may be name-contained in an inference function.
	This IOC contains attributes including the following:
-	-	list of the ML models which can be emulated and possibly in which emulation environments;
-	-	indication of progression of the MLModel or AI/ML inference function that is under emulation to indicate the degree to which the inference has been emulated and trusted,;
-	-	different characteristics for which different emulations may be supported,;
-	-	a hierarchy for different emulation environments, e.g. an emulator that uses only a test network vs. an emulator that activates the actions in the real network at specified time such as the maintenance window.
2) 2)	Introduce an IOC representing an available emulation environment, e.g. a new IOC named as AvailableEmulationEnvironment, or EmulationSubNetwork, or the existing SubNetwork IOC with an attribute indicating it is a subnetwork used for emulation.
	The instance of this IOC is created by the MnS producer to allow the consumer to query, or be informed of, the information of the available emulation environments. This IOC contains the following properties (e.g. the subordinated IOC or attributes):
-	-	inference functions or ML models under emulation.
(3) 3)	Introduce an IOC for the request for ML inference emulation which shall capture the consumer's requirements for inference emulation. This may be named as an MLInferenceEmulationRequest to be name-contained by the MLInferenceEmulationFunction.
	The MLInferenceEmulationRequest shall be associated with at least 1 MLModel for which the inference emulation is being executed.
	This IOC contains attributes including the following:
-	identifier of the ML models requested for emulation,;
-	identifier of the selected emulation environment,;
-	time window for the emulation.
	Each MLInferenceEmulationRequest may have a RequestStatus field that is used to track the status of the specific MLInferenceEmulationRequest or the associated MLInferenceEmulationProcess. The RequestStatus is an enumeration with the possible values as: "Pending" if no action has been taken for the request; "Triggered" when an MLInferenceEmulationProcess has been instantiated; "Suspended" when the request or its job has been suspended by MnS consumer or producer and "Served" when the job has run to completion.
4) 4)	Introduce an IOC for the process of ML inference emulation from the objects for inference emulation shall be instantiated. This may be named as an MLInferenceEmulationProcess to be name-contained by the MLInferenceEmulationfunction.
	The MLInferenceEmulationProcess shall be associated with at least one MLModel for which the inference emulation is being executed.
	This IOC contains the following attributes:
-	-	progress indicator;
-	-	identifier of the corresponding emulation request.
5) 5)	Introduce a report on ML inference emulation, which may provide reporting on ML emulation for one or more MLInferenceEmulationRequests or MLInferenceEmulationProcesses. This report may be equivalent to the inference report, and:
-	the ML inference emulation report may indicate the emulation environments in which the model has been emulated and passed;
-	the ML inference emulation report may also include the specific performance metrics for that emulation environments.
	May also introduce the IOCs and datatypes for request, process and report on ML Inference and then or update these IOCs with the features of the ML Inference Emulation as introduced above.
6) 6)	The IOCs, attributes and performance measurements for the solutions of performance evaluation for AI/ML inference for inference phasestep, as described in clause 5.2.6.4, which can be reused for monitoring the inference performance of the ML  models during the emulation.
7) 7)	The IOCs and attributes for configuration management of 5G system, as defined in 3GPP TS 28.541 [20], which can be reused for configuring the emulation environment.
[bookmark: _Toc181173672]5.3.1.5	Evaluation
The solution described in clause 5.3.1.4 reuses the existing provisioning MnS operations and notifications in combination with extensions of the NRM. Requests for inference emulation for a given ML model may be instantiated using provisioning management service implemented via CRUD (Create, Read, Update, Delete) operations on the request objects. The solution provides the flexibility to allow any function that can execute n ML model to be the MnS producer for ML inference emulation, e.g. an inference function or a generic sandbox function.
Therefore, the solution described in clause 5.3.1.4 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173673]5.3.2	ML inference emulation environment selection
[bookmark: _Toc181173674]5.3.2.1	Description
[bookmark: _Toc181173675]5.3.2.2	Use cases
[bookmark: _Toc181173676]5.3.2.2.1	ML inference emulation environment selection
Although an ML model may be well-trained, its performance in the production network can be difficult to predict and guarantee because the training environment and production network are not identical. If a trained or tested ML model is directly applied to the production network, it may negatively impact the production network.
ML emulation involves applying the ML model in an emulation environment to verify whether its performance meets the expected inference characteristics. The MnS inference consumer may want to receive results of ML emulation to decide whether the ML model is suitable for deployment in the production network..
The management system should have the capability to enable an MnS consumer to select the appropriate emulation environment and provide the necessary configuration properties related to that environment. The configuration information may include  defining the scope of the simulation, the simulation time, and other relevant parameters.
[bookmark: _Toc181173677]5.3.2.3	Potential requirements
REQ-EMUL-1: The MnS producer for AI/ML inference emulation should have a capability enabling an authorized MnS consumer to select the emulation environment.
[bookmark: _Toc181173678]5.3.2.4	Possible solutions
Introduce an attribute in the MLInferenceEmulationFunction IOC, or an IOC under MLInferenceEmulationFunction IOC to provide the available emulation environments that the ML emulation function supports. With this information, the ML inference emulation MnS consumer will be able to select the emulation environment to emulate the AI/ML inference for the specified ML model(s).
This new attribute or IOC indicates the list of available  environments, and each environment is a defined by a structure including a name or id, description, configuration properties, and the status.
[bookmark: _Toc181173679]5.3.2.5	Evaluation
The solution described in clause 5.3.2.4 reuses the existing provisioning MnS operations and proposes an attribute or IOC indicating the list of available environments. Therefore, the solution described in clause 5.3.2.4 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173680]5.4	AI/ML deployment
[bookmark: _Toc181173681]5.4.1	Enhance the ML model loading use case
[bookmark: _Toc181173682]5.4.1.1	Description
In TS 28.105 [2], the existing use cases (Consumer requested ML model loading in clause 6.4.1.2.1 and Control of producer-initiated ML model loading in clause 6.4.1.2.2) are described to support loading one ML model.
However, the consumer may want to load more than one ML model. The MnS producer can have a capability allowing an authorized consumer to request to load and manage the loading process for one or more ML model(s). 
[bookmark: _Toc181173683]5.4.1.2	Use cases
[bookmark: _Toc181173684]5.4.1.3	Potential requirements
REQ-ML_LOAD-1: The MnS producer for ML model loading should have a capability allowing an authorized consumer to request to trigger loading of one or more ML model(s).
[bookmark: _Toc181173685]5.4.1.4	Possible solutions
Enhance the NRM fragment for ML model loading by changing the muiltiplicitymultiplicity from “1” to “*” for the relationships.
-	MLModelLoadingRequest to MLmodel
-	MLModelLoadingProcess to MLmodel
[bookmark: _Toc181173686]5.4.2 	Managing ML Model Transfer/delivery
[bookmark: _Toc181173687]5.4.2.1 	Description 
The ML Model transfer/delivery (clause 7.2.1.4) in TR 38.843 [5]   addresses number of potential solutions for model delivery/transfer to the UE, including the following solution:
“Solution 4b: OAM can transfer/deliver AI/ML model(s) to UE.”
According to RAN, AI/ML model transfer refers to the delivery of an AI/ML model over the air interface while AI/ML model delivery refers to delivery of an AI/ML model from one entity to another. 
NOTE: the specific details of the solution 4b identified by RAN as documented in TR 38.843 [5] as one of the potential solutions for model delivery to UE is yet to be investigated by SA5.
[bookmark: _Toc181173688]5.4.2.2	Use cases
[bookmark: _Toc181173689]5.4.2.2.1		Relation of ML model meliverydelivery in RAN to ML model loading in SA5
AI/ML model delivery corresponds to the “OAM→RAN→UE scenario” in TR 38.843. As the interaction over air interface between gNB and UE is outside the scope of SA5, what is referred to as “delivery” in RAN corresponds to ML Model Loading in SA5 for which the existing solutions for ML model loading in TS 28.105 could be reused for the model transfer process between OAM and the gNB.
[bookmark: _Toc181173690]5.4.2.3		Potential Requirements
The requirements documented in TS 28.105 [2], clause 6.4.1.3 are applicable for AI/ML model delivery to gNB. Further clarifications into clause 6.4.1.3 should be further discussed and decided during the normative phase. 
[bookmark: _Toc181173691]5.5	AI/ML inference
[bookmark: _Toc145334685][bookmark: _Toc145421129][bookmark: _Toc145421895][bookmark: _Toc181173692]5.5.1	Coordination between the ML capabilities
Editor’s Note: The content in this clause may need to be aligned with the latest version of TS28.105
[bookmark: _Toc145334686][bookmark: _Toc145421130][bookmark: _Toc145421896][bookmark: _Toc181173693]5.5.1.1	Description
For ML in 5GC or RAN, the ML capabilities in 5GC or RAN may be needed to coordinate with 3GPP management analytics and possibly other aspects in order to improve the overall performance.
Typically, due to the type of the collected data used for model training/inference for 5GC or RAN, the performance of a model in 5GC or RAN may be biased in some respects. On the other hand, the 3GPP management system collects data of longer range and from a wide scope of RAN nodes/5GC, which consequently implies that the predictions calculated by the management system will be unbiased towards the overall RAN nodes/5GC. However, 3GPP management system predictions may lack insight of patterns related to specific node behaviour or finer granularity of time. Hence with coordination or alignment of the ML capability among 5GC/RAN and 3GPP management system, the overall performance may be improved.
To enable the coordination between the ML capabilities, the configuration (e.g. a triggering condition, i.e. when a result is needed from the RAN analytics to MDA) may be needed. On the other hand, the result of the coordination may be communicated towards the consumer(s) and hence there is a need to enhance the reporting in order to capture the deviation of predictions (and/or the related context) so the consumer can gain a better understanding regarding the coordination of ML capabilities.
[bookmark: _Toc145334687][bookmark: _Toc145421131][bookmark: _Toc145421897][bookmark: _Toc181173694]5.5.1.2	Use cases
[bookmark: _Toc145421132][bookmark: _Toc145421898][bookmark: _Toc181173695][bookmark: _Toc145334688]5.5.1.2.1	Alignment of the ML capability between 5GC/RAN and 3GPP management system 
Generally, the typical data from 5GS data is measurements (PM, KPI), which may be modeledmodelled as "time series data" and the analytics of "time series data" is normally to learn the seasonality, trend, etc., patterns. Different types of seasonality patterns exist, e.g. daily, weekly, monthly, seasonally, annually, etc. A RAN node collects finer granularity data for short duration. The finer seasonality pattern will be well captured in a timely manner, while the 3GPP management system with longer range of data (which is more aggregated) will more accurately capture the higher level of seasonality patterns. Hence, combing the analytics results from RAN, 5G core and 3GPP management system or between RAN and 5G core may improve the accuracy for overall predictions.
On another matter, the data collected from one RAN or 5G core node would tend to be biased for that specific RAN node or NF, which implies that the prediction with the data learned and inferred will tend to be biased for that specific node. On the other hand, the 3GPP management system collects data of longer range and from a large amount of different RAN nodes or NFs, which consequently implies that the prediction will be unbiased towards the overall RAN nodes or 5G core area. Hence combining the results from both the RAN or 5G core and 3GPP management system, or between NWDAF and RAN may also improve the overall predictions accuracy (and mitigate the bias).
To be noted, when coordinating with management ML capability, more than one ML capability may be involved. From a single ML capability perspective, one ML model may support one (or a set of) specific type of inference(s) capability. One ML inference function may employ two or more ML models to perform more sophisticated inference(s) instead of developing a new specific ML model. The involved ML models may work together in a coordinated manner, for which a coordination of ML capabilities would be needed.
[bookmark: _Toc145334689][bookmark: _Toc145421133][bookmark: _Toc145421899][bookmark: _Toc181173696]5.5.1.3	Potential requirements
REQ-AIML_COORD-01: 3GPP management system should have the capability to allow an authorized consumer to request a coordination of different  ML capabilities, e.g.,  between MDAS and RAN function, or MDAF and NWDAF, or among MDAF(s) or among ML Model(s).
REQ-AIML_COORD-02: 3GPP management system should have the capability to report the result of coordination of different ML capabilities.
[bookmark: _Toc145334690][bookmark: _Toc145421134][bookmark: _Toc145421900][bookmark: _Toc181173697]5.5.1.4	Possible solutions
[bookmark: _Toc145334691][bookmark: _Toc145421135][bookmark: _Toc145421901][bookmark: _Toc181173698]5.5.1.4.1	Possible solution #1
1) 1)	Introduce the information Elements (e.g. instance of IOC or a dataType) for interaction between ML MnS producer and consumer (e.g., the RAN analytics or NWDAF, or entity consuming the RAN analytics or NWDAF) to support coordination of the ML capability between 5GC/RAN and 3GPP management system: MLCapabilityCoordinationRequest and a response informant element MLCapabilityCoordinationResponse. This information element may represent the triggering configuration (or a triggering policy) for predictions coordination from two ML capabilities. This information Element may allow an MOI (or MOI using this information element) to be created on the ML (inference) MnS Producer and may contain the following attributes: 
-	-	The analytics deviation indicator, such as a threshold (determining that the prediction calculated by a data analytics function exceeds a configurable certain value, corresponding to the prediction available at a different data analytics function, by a "threshold").
-	-	The requested analytics (analytics type name, list of analytics values or output, time intervals, confidence degree, etc.).

-	-	The target objects, e.g. gNBs, and the related characteristics.
-	-	Area of interest, geographical area or TA.
2) 2)	MLCapabilityCoordinationResponse- this information element may represent the response indicating the analytics or data obtained according to the MLCapabilityCoordinationRequest. This information Element may be created by the ML MnS (inference) producer towards the MnS consumer and includes output analytics which can be statistics or predictions. The MLCapabilityCoordinationResponse and MLCapabilityCoordinationRequest may also be data attribute in analytic request and response or analytics report.
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Figure 5.5.1.4.1-1: Interaction between ML MnS producer and consumer
to support coordination of the ML capability
[bookmark: _Toc145334692][bookmark: _Toc145421136][bookmark: _Toc145421902][bookmark: _Toc181173699]5.5.1.5	Evaluation
The solution described in clause 5.5.1.4.1 proposes simple information elements and procedure that may enable MnS Producer to trigger configuration to be used for analytic coordination. This NRM based solution reuses the existing provisioning MnS Operations and notifications for control and reporting. Therefore, the solution described in clause 5.5.1.4.1 is a feasible solution to be developed further in the normative specifications.
[bookmark: _Toc181173700]5.5.2 	Sustainable AI/ML for AI/ML inference
[bookmark: _Toc181173701]5.5.2.1 	Description 
AI/ML techniques have been integrated into mobile networks enabling the learning of network states and provide informed recommendations on the most effective actions based on these learnings. This approach significantly enhances the efficiency in managing a wide array of network use cases. These include, but are not limited to, mobility management, load balancing, and resource optimization. The expectation is that the application of AI/ML techniques will lead to an improvement in overall network performance due to the ability of these techniques to provide more accurate predictions and more effective decision-making processes. However, it is important to note that while the use of AI/ML techniques can lead to significant improvements in network performance, these benefits may come at the cost of increased energy consumption. AI/ML-based solutions, due to their complex computational requirements, may consume additional energy compared to traditional, non-AI/ML solutions.
Sustainable AI/ML aims to reduce energy usage in the AI/ML inference step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for AI/ML inference which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
[bookmark: _Toc181173702]5.5.2.2	Use cases
[bookmark: _Toc181173703]5.5.2.2.1	AI/ML energy consumption evaluation and reporting for AI/ML inference
AI/ML energy consumption is a significant concern, especially as ML models become more complex and data- intensive. The ML model once trained is deployed for inference which consumes a considerable amount of energy. Each inference made by the ML model requires computational resources, and these resources in turn require energy to operate. With potentially thousands of inferences being made, the total energy consumption during inference can be substantial. Alternatively, the MnS consumer may ask the MnS Producer to report the number of floating-point operations for generating AI/ML inferences.
The MnS consumer may have concern on the energy consumption for AI/ML inference and the MnS Producer should report the related information. MnS Consumer may ask the MnS Producer to report the energy consumption for inference. To satisfy such query request from the MnS consumer, methods should be investigated to measure AIML energy consumption during the inference. Then, MnS Consumer can use the energy consumption information and compare with the network performance gain due to ML model to evaluate the total benefit of using the ML model.
[bookmark: _Toc181173704]5.5.2.3	Potential requirements
REQ-AIML_INF_ENERGY_MGT-01: The AI/ML inference MnS producer should have a capability to allow an authorized MnS consumer to query energy consumption or floating-point operations pertaining to generating inferences.
REQ-AIML_INF_ENERGY_MGT-02: The AI/ML inference MnS producer should have a capability to report the energy consumption or floating-point operations pertaining to generating inferences to an authorized consumer.
[bookmark: _Toc181173705]5.5.2.4	Possible solutions
5.5.2.4.1	Possible Ssolution #1: 
The inferenceOutputs attribute (of type inferenceOutput) defined in the AIMLInferenceReport IoC needs to be enhanced with a new attribute related to energy consumption for AI/ML inference, e.g., inferenceEnergyConsumption. This attribute is of type real and indicates the energy consumption value pertaining to generating AI/ML inference, e.g., kilowatt-hour “KkWh”.
Editor’s NoteNOTE: The method to determine energy consumption for AI/ML inference is FFSfor further discussion. If energy consumption for AI/ML inference cannot be determined, the proposed possible solution #1 in 5.5.2.4.1 becomes redundant.
5.5.2.4.2	Possible Ssolution #2: 
The IoC MLTrainingReport needs to be enhanced with a new attribute, e.g., flopsInference, to indicate the number of floating-point operations needed to generate AI/ML inferences. This attribute is of type integer.
[bookmark: _Toc181173706]5.5.2.5	Evaluation
[bookmark: _Toc181173707]5.5.3	ML remedial action management
[bookmark: _Toc181173708]5.5.3.1	Description 
Trained ML models are deployed in the network where they will perform inference. The MnS Consumer may activate the ML inference by providing the scope (e.g. time window, geographical area) in which the ML inference should be activated or a policy for activation. The assumption is that the activation of ML inference will improve the network performance. However, it is difficult to assess the benefits and to quantify such benefits of applying ML inference in a given context of operational network, before using it. 
[bookmark: _Toc181173709]5.5.3.2	Use cases
[bookmark: _Toc181173710]5.5.3.2.1	ML remedial actions due to performance degradation and energy consumption
By monitoring the network performance, the AI/ML inference MnS Consumer may identify the degradation of network performance or assess the benefits of employing ML model in the network, e.g. improvements in network performance when activating AI/ML inference. Based on the observations the AI/ML inference MnS Consumer may decide to perform certain remedial actions in order to mitigate undesired effect of the activated AI/ML inference. This may include the request to deactivate the AI/ML inference completely, change/reduce the scope of the AI/ML inference activation (e.g., limiting to only certain cells or geographical areas) or request for retraining the ML model. Additionally, such remedial actions may also be triggered by the AI/ML inference MnS Consumer due to the increased energy consumption for AI/ML inference without achieving significant performance gains.
[bookmark: _Toc181173711]5.5.3.3	Potential requirements 
REQ-FB-1:  The 3GPP management system shall have a capability to enable an authorized MnS consumer to request change and reduction of the scope of AI/ML inference activation as a remedial action.
[bookmark: _Toc181173712]5.5.3.4	Possible solutions
The description for the attributes AIMLManagementPolicy.managedActivationScope, AIMLInferenceFunction.managedActivationScope, ManagedActivationScope.dNList, ManagedActivationScope.timeWindow and ManagedActivationScope.geoPolygon defined in [2] has to be elaborated to enable the MnS Consumer to reduce the scope of AI/ML inference activation as a remedial action in order to counteract observed undesirable effects of AI/ML inference. The scope of AI/ML de-activation may include the following:
-	Geographical area,

-	Time window,
-	List of DNs of managed elements.
The scope of AI/ML de-activation may be given as a part of de-activation policies defined by the MnS Consumer instructing the MnS Producer on how to automatically take remedial actions by changing or reducing the scope of AI/ML inference activation.
[bookmark: _Toc181173713]5.5.3.5	Evaluation
[bookmark: _Toc145334550][bookmark: _Toc145420993][bookmark: _Toc145421759][bookmark: _Toc181173714]5.5.4	Managing ML models in use in a live network
[bookmark: _Toc181173715]5.5.4.1	Description
[bookmark: _Toc181173716]5.5.4.2	Use Cases
[bookmark: _Toc181173717]5.5.4.2.1	Handling of underperforming ML trained models in live networks
Actions may need to be taken by a network operator once an ML trained model has been identified that is contributing towards non-optimal running of the network. These actions may involve for example, without service interruptions, reverting to running of the network without ML based optimizations or replacing current ML model with an earlier model one that was performing better. 
[bookmark: _Toc181173718]5.5.4.2.2	Performance monitoring of Network Functions with ML trained models in live networks
Several trained ML models maybe in use in an operator network with each one of them influencing network performance. The Network Functions with these ML models need to be monitored  to ensure network is running optimally with these models in use. KPIs for evaluating runtime performance of Network Functions using ML models should be provided for this purpose as part of the model and these KPIs would need to be collectable by the network operator. 
[bookmark: _Toc181173719]5.5.4.3	Potential requirements
REQ-DATA-ACT-1: The 3GPP management system should have a capability enabling an authorized consumer to identify an ML Model that caused performance measurement and/or KPI degradation.
REQ-DATA-ACT-2: The 3GPP management system should have a capability to recommend remedial actions to address performance measurement and/or KPI degradation caused by an ML model. 
REQ-DATA-PERF-1: The 3GPP management system should be able to collect, from the network, performance data pertaining to Network Functions actively utilizing ML models.
REQ-DATA-PERF-2: The 3GPP management system should support performance KPIs that can be monitored for performance assurance purpose. 
[bookmark: _Toc181173720]5.5.4.4	Possible solutions
The solution requires providing the additional information in the AI/ML Inference Report. This information will specify the potential negative network impacts of the execution of the inference output result. This will include impacted network scope (e.g., identifier of the network function, geographical location, impact time etc.) and the performance measurements/KPI. This information can then enable an authorized consumer to a) take an informed decision about executing the inference output result b) identify the ML models that is/are causing a specific performance degradation in the network at some future point of time. The consumer can then decide to either deactivate the inference or update the inference function properties to mitigate (i.e., stop and then take actions to resolve) the performance degradation. 
NOTE: the proposed solution is specific for the cases where the value of the attribute aIMLInferenceName indicates the values of the MDA type (see 3GPP TS 28.104 [2]).
Editor’s NoteNOTE: The solution where the value of the attribute aIMLInferenceName does not indicates the values of the MDA type is FFSfor further discussion.
Editor’s Note: The need to have use case specific effected performance data is FFS.
[bookmark: _Toc181173721]5.5.4.5	Evaluation
[bookmark: _Toc181173722]5.5.5	AI/ML prediction latency
[bookmark: _Toc181173723]5.5.5.1		Description
AI/ML prediction latency refers to the time it takes for an ML model to process an input and produce an output. This is a critical metric for real-time AI/ML enabled use cases where quick responses are essential. It is important to have the awareness of AI/ML prediction latency as well as to allow consumer to indicate the requirements regarding the AI/ML prediction latency.
[bookmark: _Toc181173724]5.5.5.2	Use cases
[bookmark: _Toc181173725]5.5.5.2.1	AI/ML prediction latency during inference
AI/ML prediction latency is a critical factor in use cases with stringent time constraints. During inference, the latency of AI/ML prediction is influenced by several factors, including the hardware platform executing the inference, techniques such as ML model quantization and pruning, and the overall performance of the ML model. To ensure that the AI/ML prediction latency meets the requirements specified by an authorized MnS consumer, it is essential to monitor the achieved AI/ML prediction latency once the ML model is loaded and activated in the AI/ML inference function and report the metric to the AI/ML inference MnS producer.
[bookmark: _Toc181173726]5.5.5.3	Potential requirements
REQ-AI/ML_INF_Latency-1: The 3GPP management system should have a capability to report to an authorized MnS consumer the achieved AI/ML prediction latency.
[bookmark: _Toc181173727][bookmark: _Hlk180309666]5.5.6	ML explainability
[bookmark: _Toc181173728]5.5.6.1		Description
The description for explainable ML is already described in clause 5.1.13.1. 
[bookmark: _Toc181173729]5.5.6.2	Use cases
[bookmark: _Toc181173730]5.5.6.2.1	Local explanation in AI/ML inference
Once the ML model is trained to generate both outputs and corresponding explanations, it is deployed for inference. The generated local explanations by the AI/ML inference MnS producer may need to be reported to the AI/ML inference MnS consumer. These local explanations provide additional information that the MnS consumer can use to analyze the ML model’s potential impact on network performance. This analysis helps in making informed decisions regarding the deactivation of AI/ML inference or fallback to a previous version of the ML model. By considering network performance PM/KPIs, model performance, and local explanations, the MnS consumer can effectively identify the ML model contributing to network performance degradation when several ML models are active in the network.
[bookmark: _Toc181173731]5.5.6.3		Potential requirements
REQ-ML-INF-EXP-1: The 3GPP management system should provide the capability for an authorized consumer to receive from the AI/ML inference MnS producer the generated local explanations for inference.
[bookmark: _Toc145334770][bookmark: _Toc145421214][bookmark: _Toc145421980][bookmark: _Toc181173732]6	Conclusions and recommendations
For the development of Rel-19 normative specifications, it is recommended to
· specify information models for enabling knowledge-based transfer learning according to the solution in clause 5.1.1.4.
· specify information models for coordination of AI/ML Inference as described in the solution in clause 5.5.1.4.
· specify information models for orchestrating AI/ML Inference as described in the solution in clause 5.5.1.4
· specify information models for managing the progression of inference emulation according to the solution in clause 5.3.1.4.
[bookmark: _Toc181173733]6.4	AI/ML deployment
[bookmark: _Toc181173734]6.4.X	Managing ML Model Transfer in RAN
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