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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 



3GPP TR 28.858 “Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2”. 
3
Rationale
This pCR is to add the evaluation for the agreed solution on ML model training for multiple contexts.
4
Detailed proposal
	Start of modification


5
AI/ML management use cases and requirements

5.1
ML model training
5.1.4
ML model training for multiple contexts

5.1.4.1
Description 

ML models can be trained for similar contexts allowing for efficient management of these ML models. If an ML model that is trained for a particular context needs to be updated, it can be realized using an ML model that was trained for different context as the baseline. 

5.1.4.2
Use cases

5.1.4.2.1
ML model training for multiple contexts
Although the ML model may provide an AI/ML inference service for multiple scenarios, there are similarities in the contexts where ML models operate and perform AI/ML inferences. For e.g., two ML model instances for the same inference type in urban or rural areas would have significant overlap in their contexts. The context similarity can be leveraged in forming a cluster of ML models, where ML model instances in the cluster are either trained from the same previously trained ML model or from an ML model previously trained for another similar context as the baseline. The training of an ML model for multiple contexts allows for efficiency by cluster training rather than individually training each one of them. ML training needs to support the capability to train the cluster of ML models from the same pre-trained ML model or from an ML model previously trained for another similar context as the baseline. As input to the training, the different contexts and clustering criteria needed to distinguish the ML model instances may be provided by the MnS consumer. 

In the case of degradation of ML models, updating of ML models is expected to be triggered. For ML models created through cluster training, the retraining of a degraded ML model could be triggered to start from another member of the cluster, i.e. start from an ML model with another context to create a new ML model with the desired context.

5.1.4.3
Potenital Requirements 

REQ-ML_CLUSTER-TRAIN-1: The MLT MnS producer should have a capability for an authorized MnS consumer to request training of a cluster of ML models associated to a set of multiple contexts from a previously trained ML model.

5.1.4.4
Possible solutions 

The  MLTrainingRequest IOC has to be extended with:

· a flag indicating that a cluster of ML models has to be trained.

· criteria to form the cluster, e.g., clusteringCriteria. This may indicate context similarities, e.g., similar geographical location, training data similarities etc.

· the DN of the ML instance to be used as the baseline to train another ML model with a related context. 

· the expectedRunTimeContext can be used to capture the context of new ML models that should be trained.


5.1.4.5
Evaluation
The solution described in clause 5.1.4.4 proposes the addition of new attributes to the MLTrainingRequest IoC to enable the MnS consumer to request training of a cluster of ML models associated to a set of multiple contexts from a previously trained ML model. Therefore, the solution described in clause 5.1.4.4 is a feasible solution to be developed further in the normative specifications.
	End of modifications


