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1
Decision/action requested

The group is asked to discuss and approve.
2
References

3
Rationale

This contribution proposes to add a new use case on data streaming for cloud native network functions.
4
Detailed proposal

It proposes to make the following changes to TR 28.869 [1].

	1st Change


5.2
Use of industry solutions for management of cloud-native network functions 
Editor's Note: This clause describes the use cases, issues, requirements, and solutions related to WT-2.
5.2.x
Use case #x: data streaming for cloud native network function 
5.2.x.1
Description
Currently 3GPP management system support WebSocket based data streaming for PM, tracing and analytic [x] which establish point-to-point connection between the streaming data reporting MnS consumer and MnS producer. In cloud native deployment, a NF is realized in many micro-services whose workload instances are running in parallel, dynamically scaled in and out, and maybe distributed across multiple server nodes and cloud sites. In conventional WebSocket based solution, streaming data reporting MnS producer aggregate traffic from many distributed workloads generating large amount of data before streaming it to the streaming data reporting MnS consumer via the connection established. The streaming data reporting MnS consumer receive the aggregated traffic first via the connection before distributing to internal functions of the management system which may be also cloud native. This become a performance bottleneck, inefficient and difficult to be managed. Furthermore, cloud native applications are more sensitive to failures and system down time. If the connection between MnS producer and consumer fails due to any reason e.g. software failure, server hardware failure and transport network failure etc, it impacts the entire coverage area of the cloud. 
In cloud native deployment, more efficient, highly scalable, and fault-tolerant streaming solution allowing parallel streaming from the micro-services may be needed. Furthermore, the management of streaming connections, resource allocations, scaling, and resiliency for data streaming in cloud native environment is a complicated task. The 3GPP management system shall evolve to address the challenges considering the use of existing industry solutions. 
5.2.x.2
Potential requirements
REQ_XYZ_DATA_STREAMING-1 The 3GPP management system shall enable an authorised MnS consumer to request the establishment of PM, tracing, or analytic data steaming sessions for cloud native NFs.

REQ_XYZ_DATA_STREAMING-2 The 3GPP management system shall enable an authorised MnS consumer to request the termination of PM, tracing, or analytic data steaming sessions for cloud native NFs. 

REQ_XYZ_DATA_STREAMING-3 The 3GPP management system shall enable streaming data reporting MnS provider to stream PM, tracing, or analytic data in parallel, highly scalable, and fault-tolerant manner to the streaming data reporting MnS consumer for cloud native NFs.

5.2.x.3
Potential solutions 
The figure 5.2.x.3-1 below illustrates the interaction between 3GPP management system and cloudified NF for data streaming in simplified and generic view. Instead of establishing direct connections between streaming data reporting MnS producer and consumer based on WebSocket, a message bus/broker is introduced in between to handle the data streaming between the 3GPP management system and cloudified NFs. The workloads producing data in a Cloudified NF (data producers) connect to and produce the streaming data in parallel to the message bus/broker while the workloads consuming data in a 3GPP management system (data consumers) connect to and consume the streaming data in parallel from the message bus/broker. The number of parallel connections may scale in and out dynamically as the workloads of the cloudified NF scales. Multiple message bus/broker instances may exist to duplicate the connections with data procedures and consumers for connectivity fault-tolerance, resiliency, and load balancing. There are logical data streaming channels established and kept alive between the MnS producer and consumer whose life cycles are maintained independently to the real transport connections with the message bus/broker which may change dynamically depending on current workload scaling, load balancing and faulty conditions. 
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Figure 5.2.x.3-1 Data streaming for cloud native network function

The message bus/broker function may be implemented by multiple industry solutions, e.g. Kafka and others. A generic API solution common to all types of message bus implementations may be introduced for managing the data streaming jobs between MnS producers and consumers e.g. for establishing a logical streaming channel between a MnS producer and a MnS consumer, establishing the connections with the message bus/broker from the MnS Producer, and subscribing for data to be streamed by the MnS producer via the logical channel established.  
5.2.x.4
Evaluation of solutions

