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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-018 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
[2]
https://en.wikipedia.org/wiki/Active_learning_(machine_learning) 

3
Rationale
This pCR is to provide the baseline for R19 study items that are a continuation of R18.
4
Detailed proposal
	Start of modification


X
Use cases, potential requirements and possible solutions

5.2
Management Capabilities for AI/ML inference 

5.2.Y
Support of efficient re-training

5.2.Y.1
Description
A re-training of an ML model is to be done when the performance of the model degrades, e.g. due to changes or drifts. Newest data samples are used for inference, but to enable an efficient re-training not all data samples processed during inference should be used for re-training, but selected samples supporting the adaptation of the model best.
5.2.Y.2
Use cases

5.2.Y.2.1
Data sample selection
During inference phase, a lot of potentially new data samples are processed and some of them are useful for a re-training and should therefore be labelled and added to the training set. However, using all inference data samples for re-training generates a need for high effort and resources for data labelling, data provision (signalling) and model training, and this effort is not feasible in environments with limited resources.

In case that re-training/model adaptation is performed under the conditions of low processing power and/or limited energy consumption, the amount of data used for re-training and the time needed for model to converge towards maximum performance is critical and therefore need to be minimized.

One way to reduce significantly the computational complexity needed for re-training is to reduce the number of training samples. This can be achieved by extracting the most supporting data samples for re-training from all available data samples that have been used for inference. For reducing the number of samples to be used for training different criteria might be used. The inference function can be configured with these criteria and the criteria might be selected based on the capabilities of the inference function. The application of these criteria might generate one or more scores per data sample quantitizing how useful a data sample might be for re-training the model. 
5.2.Y.3
Potential requirements
REQ-AIML_SAMPSEL-1: The 3GPP management system should have a capability for the authorized MnS consumer to request and receive from the AI/ML inference MnS producer the most supporting data samples/events for re-training from all data samples that have been used for AI/ML inference.

REQ-AIML_SAMPSEL-2: The 3GPP management system should have a capability for the AI/ML MnS inference producer to provide to the authorized MnS consumer the most supporting data samples and/or monitored events for re-training.

REQ-AIML SAMPSEL-3: The 3GPP management system should have a capability for the authorized MnS consumer to indicate to the AI/ML inference producer one or more criteria to be used for selecting data samples to be proposed as the best to use for re-training of an ML model.

REQ-AIML_SAMPSEL-4: The 3GPP management system should have a capability for AI/ML inference MnS producer to provide to the authorized MnS Consumer one or more support indications for each data sample on its usefulness for re-training. 

5.2.Y.4
Possible solutions

5.2.Y.4.1
Data sample selection supporting efficient ML model re-training

This solution uses the instances of following IOCs for interaction between ML inference MnS producer and MnS consumer (e.g. the ML training function) to support efficient re-training of ML model:

-
MLDataSamplesRequest - this IOC represents the request for obtaining the data samples that are likely to have more value for re-training among all data samples that have been used for inference. This IOC allows an MOI to be created on the ML inference MnS Producer and may contain the following attributes:

-
definition of one or more data samples/events features;

-
minimum number of data samples/events to be obtained;

-
criteria for obtaining the most supporting data samples/events. This is a list containing one or more criteria, each of which may be named “SampleSelectionCriterion”  


All data samples/events that have been used for inference might be filtered in accordance with the one or more requested features and other provided criteria in order to obtain the most supporting data samples/events to allow efficient ML model re-training.

-
MLDataSamplesResponse - this IOC represents the response indicating the data obtained according to the MLDataSamplesRequest. This IOC is created by the AI/ML MnS inference producer towards the MnS consumer and includes at least the requested minimum number of data samples/events or pointers to them that satisfy criteria specified in MLDataSamplesRequest. The response may further include additional information quantifying the supportiveness for each collected data sample/event. This information is a list containing one or more scores say named “RetrainingSupportivenessScore”, where each score is a pair of a name and a value corresponding to a “SampleSelectionCriterion” and an assigned value for that SampleSelectionCriterion .
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Figure 5.2.Y.4.1-1: Interaction between AI/ML inference MnS producer and MnS consumer
(e.g. the ML training function) to support efficient re-training of ML model
One example for such a score is the score obtained by “Uncertainty sampling”, which is one so-called query strategy or algorithm applicable for an Active Learning solution [2]. In case of Uncertainty sampling samples are ranked or selected for which the current model is least certain as to what the correct output should be. In case of classification, the score is then the 1-max(class_confidences), where max(class_confidences) is highest confidence of all possible classes predictable by a model. For this example, the “RetrainingSupportivenessScore” represents the uncertainty of the model for that sample, in other words samples where the current model is most uncertain are selected to be used for re-training the model.
	End of modifications


