	
[bookmark: _Ref156402128][bookmark: _Toc156491069][bookmark: _Toc156814833][bookmark: _Toc157154041][bookmark: _Toc178590458]3GPP TSG-SA4 Meeting #130	S4-242118
Orlando, United States, 18th Nov 2024 - 22nd Nov 2024 	revision of S4-242013
	CR-Form-v12.3

	CHANGE REQUEST

	

	
	26.253
	CR
	0008
	rev
	1
	Current version:
	18.2.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	



	Proposed change affects:
	UICC apps
	
	ME
	X
	Radio Access Network
	
	Core Network
	X



	

	Title:	
	Corrections to TS 26.253

	
	

	Source to WG:
	Dolby Sweden AB, Ericsson LM, Fraunhofer IIS, Huawei Technologies Co Ltd., Nokia, NTT, Orange, Panasonic Holdings Corporation, Philips International B.V., Qualcomm Incorporated, VoiceAge Corporation

	Source to TSG:
	S4

	
	

	Work item code:
	IVAS_Codec
	
	Date:
	2024-11-20

	
	
	
	
	

	Category:
	F
	
	Release:
	Rel-18

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier 													release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)
Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8	(Release 8)
Rel-9	(Release 9)
Rel-10	(Release 10)
Rel-11	(Release 11)
…
Rel-17	(Release 17)
Rel-18	(Release 18)
Rel-19	(Release 19) 
Rel-20	(Release 20)

	
	

	Reason for change:
	Based on review for correctness of IVAS implementation, a number of ambiguities and erroneous descriptions were identified. These should be corrected to improve quality and correctness of the algorithmic description.

	
	

	Summary of change:
	For IVAS encoder algorithmic description, main corrections address:
· Signaling bits
· DTX operation
· Clarifications and corrections for entropy coding
· Clarifications on energy ratio parameter definitions
· Stereo downmix operation, including mode switching
For IVAS decoder algorithmic description, main corrections address:
· LFE PLC operation
· Format conversions
For IVAS renderer algorithm description, main corrections address:
· Binaural rendering mode usage
· Time domain renderer
For IVAS bitstream description, corrections are made and previously missing level of detail to aid correct implementations is provided.

	
	

	Consequences if not approved:
	There will remain algorithmic errors and ambiguities including discrepancies between the algorithmic description and the C code implementation, which can lead to difficulties of implementation and errors in usage.

	
	

	Clauses affected:
	5.1, 5.2.2.3.2.7.5, 5.2.4.5.1.4, 5.2.4.5.1.5, 5.3.5.2.1, 5.4.6.7, 5.5.3.2.5, 5.5.5, 5.7.3.1, 5.7.3.6.3, 5.9.3.2, 5.11.3.5, 5.11.4, 5.11.5.1 (new), 5.11.5.2 (new), 5.11.5.3 (new), 6.4.10, 6.7.1.7.3.2, 6.8.5, 6.8.6, 7.2.2.1, 7.2.2.2.1, 7.2.2.2.6, 7.2.2.2.8, 7.4.4.3, 7.4.5, 7.6.1, 8.2.1, 8.2.2, 8.3.1, 8.3.2, 8.4.2, 8.5.2, 8.7, 8.8.

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications	
	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	

	
	

	This CR's revision history:
	Revision 1 provides minor corrections for changes 12, 14, and 17 including indexing corrections, ensuring correct CR implementation against v18.2.0 and update of font/style based on S4-242013.



Page 1






CHANGE 1
[bookmark: _Toc157153172][bookmark: _Toc178589562][bookmark: _Hlk149753023][bookmark: _Toc152693134][bookmark: _Ref156412157][bookmark: _Toc156489318][bookmark: _Toc156813972]5.1		Encoder overview
The IVAS codec encoder expects mono, stereo, objects, multichannel, ambisonics, MASA, combination of objects and MASA, or combination of objects and SBA as input audio channels. In case of objects or MASA, also input metadata are expected. The encoder analyzes the scene, derives the spatial audio parameters and downmixes the input channels to the so-called transport channels which are subsequently processed by the encoding tools. These tools comprise Single Channel Elements (SCE comprising one core-coder, see clause 5.2.3.2), Channel Pair Elements (CPE comprising two core-coders, see clause 5.2.3.3), and Multichannel Coding Tool (MCT comprising a joint coding of multiple core-coders, see clause 5.2.3.4) while the core-coder is inherited from the EVS codec with additional flexibility and variable bitrate (clause 5.2.2).


[bookmark: _CRFigure5_11]Figure 5.1‑1: Encoder Data Flow from input data to IVAS bitstream
[bookmark: _Hlk153363958]The IVAS format is signalled in every active frame at the beginning of the IVAS bitstream. The number of signalling bits in active frames and their values corresponding to individual formats is summarized in Table 5.1‑1.
[bookmark: _CRTable5_11][bookmark: _Ref153363940]Table 5.1‑1: IVAS format signalling, active frames
	IVAS format
	configuration
	number of bits
	Value

	STEREO
	-
	2
	0

	ISM
	< 24.4 kbps
	2
	2

	
	≥ 24.4 kbps
	3
	4

	SBA
	-
	3
	6

	MASA
	-
	3
	7

	MC
	-
	2
	1

	OSBA
	< 24.4 kbps(NOTE
	53
	146

	
	≥ 24.4 kbps
	4
	11

	OMASA
	Rend mode
	3
	7

	
	other modes
	4
	10


NOTE: OSBA is indicated with a separate 2-bit field “OSBA indicator” as described in Table 8.7-2.
[bookmark: _Hlk153365071]In SID frames of the DTX operation, the IVAS format is signalled at the beginning of the IVAS bitstream. The number of signalling bits in SID frames and their values corresponding to individual formats is summarized in Table 5.1‑2.
[bookmark: _CRTable5_12][bookmark: _Ref153364510]Table 5.1‑2: IVAS format signalling, SID frames
	IVAS format
	configuration
	number of bits
	Value

	STEREO
	Unified stereo
	23
	0x0

	
	MDCT stereo
	23
	0x1

	ISM
	-
	23
	0x2

	SBA
	1 TC
	23
	0x5

	
	2 TCs
	23
	0x6

	
	3+ TCs
	N/A
	N/A

	MASA
	MASA1
	23
	0x3

	
	MASA2
	23
	0x7

	MC
	-
	N/A
	N/A

	OSBA
	-
	N/A
	N/A

	OMASA
	-
	N/A
	N/A




CHANGE 2
[bookmark: _Ref155961895][bookmark: _CR5_2_2_3_2_7_5]5.2.2.3.2.7.5	High-band synthesis
The LP coefficients calculated on the high-band target signal by means of LP analysis in eq. (5.2-130) are converted in the SWB TBE encoder into LSF parameters and quantized. This is described in clause 5.2.6.1.3 in [3]. At 0.95 kbps the SWB TBE encoder uses 8 bits to quantize the LSF indices. At 1.6 kbps the SWB TBE encoder uses 21 bits to quantize the LSF indices.
At 1.75 kbps the SWB TBE encoder uses 20 bits to quantize the LSF indices when operating in the LRTD coding mode and when the super high band SHB SWB TBE spectral envelope is quantized using three quantization stages.
Since the spectral content of the high-band target for SWB TBE is reversed (or flipped) (see clause 5.2.6.1.1 in [3]), the order of the SHB LSF vector is initially reversed to also be in an increasing order of magnitude. The mean LSF value of each LSF is then removed from the corresponding component of the LSF vector. This is performed for all components of the LSF vector to give a mean removed LSF vector. The order of the SHB LSF vector is 10. The 10th-order target vector is obtained with:

where  is a component of the vector . In the first quantization stage a first sub vector  is determined as having the first 6 LSF coefficients of the target LSF vector 

The first sub vector is quantized with 4-bit weighted VQ using a codebook from cb_LSF_BWE. to give a quantized first sub vector . A residual sub vector is then determined by subtracting the quantized first sub vector from the full-length target vector, to form a and because  is of order 6, the quantized first sub vector is extended with a number of zero value components to give a zero extended quantized first sub vector. In this case, the number of zero values is two, so that the extended quantized first sub vector is the same order as the 8th order vectors used for the calculations in the second quantization stage.
A residual LSF sub vector  of order 8. is then formed by subtracting the first 8 components of the target LSF vector  from the corresponding 8 components of the zero extended quantized first sub vector  

The residual LSF sub vector  is then quantized with Lattice VQ using 15 bits to the give the quantized residual LSF sub vector . The lattice VQ structure is defined similarly to the LVQ structure used for the LPC coefficients in LSF representation from clause 5.2.2 in [3], but for only one 8-dimensional vector. Consequently, for each considered number of bits of the LVQ, there are the corresponding number of leaders in each of the 3 lattice truncations and the corresponding scales.

CHANGE 3
[bookmark: _CR5_2_4_5_1_4]5.2.4.5.1.4	Azimuth entropy-coding
Unlike the elevation, which has a single resolution possible for a given diffuseness index, the azimuth can be quantized on different angular resolution for the same spherical quantization, depending on the elevation plane on which it is quantized. For the entropy coding, the average azimuth is quantized using quantize_phi() on the equatorial plane using the maximal resolution of the given spherical quantization.
For each direction to be entropy coded, the dequantized average azimuth  is projected using the precision of that the direction to be coded, to obtain predicted azimuth indices. For the corresponding azimuth index , its precision on the horizontal place situated at the associated  elevation, which can be derived from , is used to compute the projected average azimuth index .
The projection to obtain predicted azimuth indices is computed as 
	, 
which can be easily simplified to 
	. 
To facilitate bit-exact operation, the previous formula can be rewritten using integer only math, including division, as
	.
At the poles, where , we always have  and set  directly.
The signed distance  is computed as the difference between each azimuth index  and its corresponding . The difference operation produces values in the interval , which are reduced to the interval  by adding  for values which are too small and subtracting  for values which are too large. When , the azimuth index is always  and nothing needs to be coded.
As for the elevation, the azimuth part also consists of three components: the average azimuth index, a Golomb-Rice parameter, and the reduced signed azimuth distances. The average azimuth index  is converted to signed, so that the zero value is in the middle of the signed interval of the possible values, the ReorderGeneric function is applied, and the result is coded using the encode_quasi_uniform() function. The Golomb-Rice parameter, having an alphabet size depending on the maximum of the alphabet sizes of the azimuth indices, is coded using the encode_quasi_uniform() function. Finally, for each reduced signed azimuth distance , the ReorderGeneric function is applied to produce , and the result is coded using the Extended Golomb-Rice method with the parameter indicated above.
For example, if the best angular precision  used is 5 degrees, then the maximum of the azimuth alphabet sizes  will be . In this case, the Golomb-Rice parameter values (denoted as  in the description of the Golomb-Rice method below) are limited to the interval  The optimal value of the Golomb-Rice parameter  is chosen by efficiently computing, for each value in the interval above, the total size in bits for all the  values to be coded using the Extended Golomb-Rice method, and choosing the one which provides the smallest bit size.
As for the elevation, the operation is repeated by adding an offset to the average azimuth index, offset selected in the following order {+1,-1,+2,-1, +3,-3…}, where the number of tested offsets is defined by the search effort requested. By default, the search effort is set to 3, meaning that the best offset among 0, +1 and -1 is retained as the one engendering the lowest bit consumption for the azimuth.
Azimuth encoding for the McMASA metadata input format adds additional flexibility by considering the use of adaptive averaging when calculating the quantized average azimuth index. The encoding uses the originally quantized azimuth values, which were quantized based on the quantization indexes of weighted total-to-direct energy ratios per sub band as described in clause 5.2.4.4.2. The weighted average of total-to-direct energy ratio is obtained as described in equation (5.5-3). The encoding of the azimuth for the McMASA mode is performed in the same manner as presented in the first part of this section, but with the difference of how the average is calculated. In the McMASA mode an average azimuth value is calculated for each sub band, and in addition the variance of the sub band average azimuth values is calculated for the frame. Note that the variance of the sub band average azimuth values is calculated by summing (over the number of the sub bands) the square of the difference between each sub band average azimuth value and the average of all the sub band average azimuth values. 
If the resulting variance value is higher than a threshold (=25) an adaptive azimuth average will be used for the azimuth encoding of the sub frames of each sub band of the frame. If the resulting variance is less than or equal to the threshold the calculated azimuth average will be used for the azimuth encoding of the sub frames of each sub band of the frame, similar to what has been presented in the first part of this section. The decision of using the adaptive average is signalled with 1 bit to the decoder.
The encoding of the azimuth values using the adaptive azimuth average is presented below. On a frame basis, the input to the encoding routine comprises; one energy ratio value per sub band for all sub bands of the frame, nblocks number of azimuth, and azimuth index values per sub band, that is one azimuth value and one azimuth index value for each TF tile in the frame bands
1.	The quantised average azimuth index is calculated for the first sub band, avg_idx0
2.	For each quantised average azimuth index value avg_idx in {avg_idx0-1, avg_idx0, avg_idx0+1}
a.	For each subframe of the first sub band
i.	Calculate a difference azimuth index, with respect to avg_idx (i.e. the difference between the quantised azimuth index for the respective subframe and sub band and the avg_idx)
ii.	Reorder the difference azimuth index using the function ReorderGeneric to make it positive
b.	End for
c.	For sub band = 2:nbands
i.	Calculate for first subframe the difference azimuth index with respect to avg_idx
ii.	Set average azimuth, avg_azi to the azimuth value of first sub frame
iii.	Update the average azimuth, avq_azi, using method 1. Then quantize the updated avg_azi to give the updated quantized average azimuth index avg_idx (which becomes the current avg_idx with respect to the next subframe).  
iv.	For subframe i= 2:nblocks
1.	Calculate difference azimuth index with respect to current avg_idx
2.	Reorder difference azimuth index using the function ReorderGeneric to make it positive
3.	Update avg_azi using method 2
4.	Then quantize avg_azi to obtain the updated quantised average azimuth index (which becomes the current avg_idx with respect to the next subframe)
v.	End for
d.	End for
e.	Estimate number of bits used to encode with Golomb Rice the azimuth difference indexes for all TF tiles
3.	End for
4.	Use the quantised average azimuth index value giving the smallest number of bits and encode it with Golomb Rice code
5.	Encode corresponding difference azimuth indexes.
The method 1 of average azimuth update from step 2.c.iii is a weighted average update using a weight, w, ( w =  0.5) for the average azimuth value of the corresponding sub band from the previous frame and a weight 1-w for the azimuth value of the first sub frame. The method 2 for average azimuth update from step 2.c.iv.3 is without any weights and only for the values within a sub band.
Azimuth encoding for the MASA metadata input format also incorporates additional flexibility into the EC1 scheme for the case when the number of bits used by the above scheme for EC1 at the original quantization resolution is larger than the number of bits allowed. This additional flexibility allows for an additional small reduction in bitrate in order to limit the loss in azimuth quantization resolution. This has the effect of avoiding a too severe reduction in the quantization resolution of the azimuth angle. However, if the number of bits used by the above scheme for EC1 is less than or equal to the bits allowed, then the above scheme for EC1 at the original quantization resolution is used to encode the quantized azimuth value indexes for the frame.
In order to avoid a too severe reduction in quantization resolution, a first quantization resolution can be used for the azimuth values, with the result that some of the azimuth values [(of the TF tiles] ) are quantized at a suboptimal resolution compared to the above scheme at the original quantization resolution for EC1. However, suboptimallySuboptimal quantized azimuth values can be tolerated under the following conditions: there is more than one sub band in the frame; the difference between the number of bits obtained with the original EC1above encoding scheme for EC1 and the number of allowed bits is less than the number of TF tiles, where the number of TF tiles is given as nbands*nblocks. Also on an individual TF tile basis a further condition is also considered where it is checked whether a number of bits can be gained when the size of the azimuth alphabet for the individual TF tile is larger than 40. If all these conditions are met, the difference to the average index of the azimuth value index of each TF tile for which the additional further condition is met is compared against the average azimuth value and the difference is assigned a suboptimal quantized value index, smaller than the original quantization index, which is then entropy coded using aby reducing Golomb Rice index which uses a smaller number of bits when compared to the GR index used for the above scheme for EC1. The number of bits that can be saved compared to the above original entropy coded quantization resolution are calculated and the operation is repeated for all individual TF tiles that meet the above further condition providing there remains individual TF tiles that meet the above further condition or as long as there is a need to reduce the number of bits used for encoding. The need to reduce the number of bits used for encoding is indicated by comparing the resulting necessary bits required to entropy encode the indices of the suboptimal quantized values for encoding the directional azimuth metadata to the total number of bits allowed for the encoding of the directional azimuth metadata for the frame.
Under these conditions, the total number of bits that would be saved by using suboptimal azimuth values for the eligible TF tiles are calculated. Smaller differences with respect to the average index will be encoded corresponding to encoding smaller indexes differences. The bit savings are made possible by the use of Golomb Rice encoding which generally uses smaller codewords for the encoding of smaller values. If the number of bits saved is enough to reach the number of bits that are available, i.e., the bits required for entropy encoding of the suboptimal quantied difference index is within the allowed number of bits for the azimuth valus, then this EC1 suboptimal method for EC1 is used, and the corresponding indexes are encoded. However, if the savings in terms of the number of bits is not enough using the suboptimal method, then the EC1 method as a whole is considered to be too expensive and will not be used.

CHANGE 4
[bookmark: _CR5_2_4_5_1_5]5.2.4.5.1.5	Decision for fully raw coding or entropy-coding
Once the optimal code is found for the entropy coded elevation and azimuth quantization indices, its bit consumption summed the bits used for coded the raw coding are compared to the full raw coding bit consumption the sum of the bits used for the entropy encoded part and the bits used for the raw encoding part (for the indices of the quantized spatial audio parameters) is then calcualted. This sum is then compared to the number of bits used when raw encoding is used to encode the quantization indices of the spatial audio parameters associated with all TF tiles in the frame. The method using the less bits is retained and signalled by the bit flags in table 5.2‑38:

CHANGE 5
[bookmark: _Toc156814121][bookmark: _Toc157153322][bookmark: _Toc178589724]5.3.5.2.1	Overview
DTX operation in MDCT-based stereo is based on the FD-CNG functionality from EVS. It is extended by encoding information about the coherence between the two channels in the SID frame and an efficient way of transmitting the parametric background noise description for both channels.
Similar to the EVS, the MDCT-based stereo DTX coding employs a more efficient DTX coding (“regular”) strategy at bitrates lower or equal to 80 kbps while a conservative coding strategy is used at bitrates higher than 80 kbps. The conservative coding means that the DTX segments correspond to signals with a very low energy.



CHANGE 6

5.4.6.7	Adaptive PCA mode decision
The decision to activate PCA in the current frame is made based on the following criteria: amount of decorrelation (dist_alt), interframe stability of unit quaternions (min_dot, min_dot2). 
Given , eigenvalues sorted in descending order. The amount of decorrelation is derived from the sorted and normalized eigenvalues :
	dist_alt=      	
 (5.4-108)
with . 
The interframe stability of unit quaternions is defined as:
	min_dot=      	
 (5.4-109)
	min_dot2=      	
 (5.4-110)
where  is the unit quaternion  in the previous frame and   is the vector dot product.
By default, the PCA by-pass indicator is set to active mode (denoted by PCA_MODE_ACTIVE). This decision is changed to inactive mode (denoted by PCA_MODE_INACTIVE) when one of the following conditions is met:
dist_alt < IVAS_PCA_THRES_DIST_ALT
min_dot < IVAS_PCA_THRES_MIN_DOT
min_dot2 < IVAS_PCA_THRES_MIN_DOT2

If the PCA by-pass indicator is set to PCA_MODE_INACTIVE, the matrix  is reset to an identity matrix of dimension 4, the unit quaternions are set to  and one bit with value 0 1 corresponding to the “PCA by-pass indicator” is written in the SBA metadata; in this case the output signals of the PCA processing, , are identical to input signals, i.e. the four channels are left unchanged, if the PCA by-indicator was also set to PCA_MODE_INACTIVE in the previous frame, otherwise double quaternion and interpolation and PCA matrixing described in clause 5.4.6.9 are applied and PCA processing in the current frame is terminated. 
Otherwise, when PCA by-pass indicator is set to PCA_MODE_ACTIVE, one bit with value 0 1 corresponding to the “PCA by-pass indicator” is written in the SBA metadata to indicate active mode. 

CHANGE 7
[bookmark: _Toc156489549][bookmark: _Toc156814221][bookmark: _Toc157153423][bookmark: _Toc178589825]5.5.3.2.5	Energy ratio compensation
The MASA format spatial metadata parameter values are sanitized for invalid energy ratio values and the energy ratio values are compensated before further encoding. In practice, metadata transmission is done to a reduced selection of all energy ratios (direct-to-total energy ratios, diffuse-to-total energy ratio, and remainder-to-total energy ratio) to optimize bit usage. The assumed model in input MASA metadata follows
		
Where  and  are the direct-to-total (or direct) energy ratios,  is the diffuse-to-total (or diffuseness) energy ratio, and  is the remainder-to-total (or remainder) energy ratio. These ratios also directly represent the signal energy portions of direct, diffuse, and remainder energy of the total signal energy for each frequency band and time subframe (i.e., time-frequency tile).
The input for this step is all the MASA metadata parameter values (above energy ratios, associated direction parameters, and coherence parameters) obtained from the stored values provided in MASA metadata input (see clause 5.5.2). The output is MASA metadata parameters where energy ratios are modified and reduced to a smaller selection of the energy ratios.
The sanitation step is done for each time-frequency tile separately. First, a check is made if for whether the sum of existing energy ratios is zero. If true, it can be assumed that the values are not correct, and there is no proper data available. In this case,  is set to 1 and all other energy ratio values for the TF-tile are set to zero. This is the safest adjustment when considering rendering. 
If the energy ratio values were are valid in the first check, then a check is made if for whether they energy ratios sum to a total sum of one as is assumedrequired. If not, then they need to be normalized to such that they sum to one.
Finally, remainder-to-total ratio is selected to not being transmitted, and it is set to 0 by default. This can result in the assumed sum of ratios being less than 1 which would mean that energy would be missing from the ratios. Thus, the direct-to-total ratios and diffuse-to-total ratio is are normalized with the combination of them, that is,

This results in weighted distribution of the remainder portion of energy to directional and diffuse streams (or only one of them if all non-remainder energy is contained in one of them, i.e., if  =0 and  =0, the remainder portion of energy is included in the diffuse stream) in decoding and rendering. where tThese directional and diffuse streams are created from the provided transport audio channels using energy weights and energy ratio weights, where the energy ratio weights are based on the transmitted direct-to-total and diffuse-to-total energy ratios being the combined energy ratios containing the remainder portion of the energy (see clauses 6.5, 6.5.7, and 7.2.2.3). As an optimization, the above two normalizations can be done together by simply first setting the remainder-to-total energy ratio value to zero.

CHANGE 8
[bookmark: _Toc152693382][bookmark: _Toc156489564][bookmark: _Toc156814236][bookmark: _Toc157153438][bookmark: _Toc178589840]5.5.5	DTX operation
The DTX processing for MASA is based on the common spatial metadata encoder, which is described in clause 5.2.4.7.
Similar to the EVS, the MASA DTX coding employs a more efficient DTX coding (“regular”) strategy at bitrates lower or equal to 80 kbps while a conservative coding strategy is used at bitrates higher than 80 kbps. The conservative coding means that the DTX segments correspond to signals with a very low energy.
The audio transport channel information is encoded on 48 bits using the method presented in clause 5.3.5. The DTX operation for MASA input format reserves 53 bits per frame for the encoding of the MASA metadata. The total bitrate for the DTX mode is 5.2 kbps. 

CHANGE 9
[bookmark: _Toc152693424][bookmark: _Toc156489609][bookmark: _Toc156814290][bookmark: _Toc157153492][bookmark: _Toc178589894]5.7.3.1	McMASA coding mode overview
Multi-channel MASA (McMASA) encodes multi-channel playback audio signals configured to reproduce a sound scene using MASA spatial audio parameters, LFE parameters, and transport audio signals that are downmix audio signals with a fewer number of channels than in the playback audio signals. The number of transport audio signals in McMASA operation are summarized in table 5.7‑5.
[bookmark: _CRTable5_75][bookmark: _Ref156144699]Table 5.7‑5: Number of transport audio signals in McMASA coding mode per bitrate

	Bitrate [kbps]
	MC layout

	
	5.1
	7.1
	5.1.2
	5.1.4
	7.1.4

	13.2
	1
	1
	1
	1
	1

	16.4
	1
	1
	1
	1
	1

	24.4
	1
	1
	1
	1
	1

	32
	1
	1
	1
	1
	1

	48
	n/a
	n/a
	n/a
	2
	2

	64
	n/a
	n/a
	n/a
	2+1
	2+1

	80
	n/a
	n/a
	n/a
	2+1
	2+1

	96
	n/a
	n/a
	n/a
	n/a
	2+1



Figure 5.7‑2 presents the McMASA encoder block diagram. The MASA spatial audio parameters comprise directional (or spatial) parameters (azimuth, elevation, and direct-to-total energy ratio) and coherence (or relationship) parameters (spread coherence and surround coherence). The LFE parameters contain a lower frequency effect (LFE) information parameter indicating the proportion of the LFE energy in the multi-channel signals, called the LFE-to-total energy ratio. The LFE parameters are determined for one frequency band using a processed version (a time-frequency transformed, or low-pass filtered version) of the received multi-channel signals. The spatial, coherence and LFE parameters are then encoded along with the downmix signals to be conveyed to the decoder for spatial audio reproduction.
The MASA spatial audio parameters are used together with the transport audio signals for providing spatial audio reproduction in the decoder. The LFE parameters are used together with the transport audio signals for determining the LFE signal in the decoder.

[image: ]
[bookmark: _CRFigure5_72][bookmark: _Ref155884424]Figure 5.7‑2: Block diagram of McMASA encoder
There are two operation sub-modes in McMASA, “normal” and “separate-channel” sub-mode. The sub-mode is selected based on the bitrate. The separate-channel sub-mode is used with bitrates equal to or larger than 64 kbps. The normal sub-mode is used with bitrates smaller than 64 kbps. In case the separate-channel sub-mode was selected, the separate channel index is determined, which equals to the centre channel index, i.e., .
The number of coding frequency bands  is determined in the configuration step, see clause 5.5.3.2.4.
As an input to the processing, time-domain multi-channel audio signals  are received, (where  is the sample index and  the channel index). There are  input channels (, depending on the input multi-channel layout: 5.1, 7.1, 5.1+2, 5.1+4, or 7.1+4, see clause 5.7.1). The LFE signal is LP-filtered, as described in clause 5.7.2.1, however all other LFE processing in McMASA operation is described in clause 5.7.3.
LFE energies are determined using the input multi-channel playback audio signals . This is explained in detail in clause 5.7.3.2. The outcome is LFE energy  for the first frequency band (where  is the subframe index). In addition, in the separate-channel sub-mode, the total low-frequency energy  is obtained (which depicts the energy of all channels of the multi-channel signals in the same frequency band where the LFE energy was determined). 
Then, the LFE signal is combined with the centre channel by

where  is the channel index of the centre channel and  of the LFE channel. Other channels of  correspond to .
When operating in the separate-channel sub-mode, the audio signal to be separated from the multi-channel audio signals is first identified based on the . Then the multiple audio signals  are separated, based on the identified audio signal, into a first sub-set of audio signals and a second sub-set of audio signals. Thus, as  is fixed to , the first and the second sub-sets of audio signals are fixed sub-sets of the multi-channel audio signals. 
The first sub-set contains the identified audio signal, i.e., the identified audio signal is separated to its own signal
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[bookmark: _Toc152693433][bookmark: _Toc156489619][bookmark: _Ref156748142][bookmark: _Toc156814300][bookmark: _Toc157153502][bookmark: _Toc178589904]5.7.3.6.3	LFE-to-total energy ratio encoding
For the operating bitrates of 13.2 and 16.4 kbps, the LFE-to-total energy ratios  for each subframe of the current frame are quantized as a single ratio for the whole frame. For higher bitrates, an additional ratio is quantized for each subframe using residual VQ when the LFE frames have a higher energy. Inactive LFE frames for all bitrates are indicated with one bit (0) in the bitstream, and no further LFE-to-total ratio energy coding is performed. The bit allocation, dependent on the McMASA bitrate, is provided in table 5.7‑6.
[bookmark: _CRTable5_76][bookmark: _Ref155885312]Table 5.7‑6: Bit allocation for LFE-to-total energy ratio 
	Bitrate
(kbps)
	Bits used
(inactive frames)
	Bit allocation 
(active frames)
	Bits used
(active frames)

	13.2
	1
	1 (activity / energy ratio modulation)
	1

	16.4
	1
	1 (activity) + 3 (scalar quantization)
	4

	≥ 24.4
	1
	1 + 3 (scalar quant) + 0…4 (subframe VQ for high energy ratio frames)
	4…8



The activity of LFE is detected from the subframe  LFE-to-total energy ratios. LFE-to-total energy ratio  is only sent when any of the subframes in the frame have a  which is above a threshold of 0.005. Otherwise, if the maximum  of all the subframes in the frame is less than the threshold, one bit is sent with a zero (0) index for all bitrates.
[bookmark: _Hlk149835660]In the case when a  is above the threshold for any of the subframes in the current frame, the encoding process comprises determining an averaged LFE-to-total energy ratio for a frame by

where the LFE-to-total energy ratio for each subframe  is clamped between [-9,1] by

[bookmark: _Hlk149725198][bookmark: _Hlk149726870]At the lowest bitrate of 13.2 kbps only one bit is allocated for the LFE-to-total energy ratios for the frame. In this case the LFE-to-total energy ratio bit is set to (1) if  is higher than both a threshold value (MCMASA_LFE_1BIT_THRES=0.03) and a value depending on the previous frame’s quantized value . The comparisons are made in the linear domain by converting the averaged LFE-to-total energy ratio according to . Therefore, the condition for setting the LFE-to-total energy ratio bit to 1, is expressed as when  and  are true the LFE-to-total energy ratio bit is set to (1). If either of conditions are not met LFE-to-total energy ratio bit is set to (0). In practice on a frame-by-frame basis, when the LFE-to-total energy ratio bit is one this signals that the LFE-to-total energy ratio for the current frame is an increase of the previous frame’s in the LFE-to-total energy ratio  by a predetermined value and when the LFE-to-total energy ratio bit is zero this signals that the LFE-to-total energy ratio for the current frame is the a dampening of the previous frame’s LFE-to-total energy ratio  by a factor.
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[bookmark: _Ref147747320][bookmark: _Toc150202439][bookmark: _Toc152693472][bookmark: _Toc156489662][bookmark: _Toc156814343][bookmark: _Toc157153545][bookmark: _Toc178589947]5.9.3.2	OMASA MASA metadata combining
This clause describes the merging of the MASA spatial audio parameters from the audio objects stream (the ISM objects in OMASA) in the OMASA format with the spatial audio parameters from the MASA audio stream. For the purpose of this clause, the MASA audio stream consists of the MASA spatial audio parameters and transport audio signals (the MASA part in OMASA), and the audio objects stream consists of MASA format spatial audio parameters and transport audio signals (the ISM part in OMASA), as determined in clauses 5.9.3.1 and 5.9.3.3. The merging process is done for each parameter coding band  and parameter subframe  independently, in other words, for each TF-tile separately.
The merging is performed based on the following criteria.
For the MASA audio stream, the signal energy parameter  describing the energy of the MASA transport audio signals, and the direct-to-total energy ratio parameter , and the diffuse-to-total energy ratio parameter  are obtained. The signal energy parameter  can either be calculated directly from the MASA transport audio signals or received as an input to the metadata merging process. Based on the signal energy parameter  and the direct-to-total energy ratio parameter  associated with the original audio MASA stream, a weighting value  for the MASA audio stream is generated with

Similarly for the audio objects stream, the signal energy parameter  of the transport audio signals and the direct-to-total energy ratio parameter  from the spatial audio parameters associated with the audio objects stream are obtained. As mentioned above, the transport audio signals and spatial audio parameters of the audio objects stream are in the MASA spatial metadata and MASA transport audio signal format generated from the original audio objects (ISM objects) according to clauses 5.9.3.1 and 5.9.3.3. 
A diffuse-energy compensated direct-to-total energy ratio parameter  is then generated based on the MASA audio stream diffuse-to-total energy ratio parameter , the signal energy parameter , and the signal energy parameter  of the audio objects stream. The diffuse-energy compensated direct-to-total energy ratio parameter  is determined as

A weighting value  for the audio objects stream is then generated based on the diffuse-energy compensated direct-to-total energy ratio parameter, the direct-to-total energy ratio parameter , and the signal energy parameter  of the audio objects stream as

The merging process is then performed for each TF-tile by selecting either the MASA spatial audio stream parameters or the audio objects stream (in MASA format) spatial audio parameters as the merged MASA spatial audio parameters. The merging process is based on the comparison of the weighting value  with the weighting value  and is expressed according to the following:
When , the MASA format direction parameters from the audio objects stream are taken as the merged direction parameters  and , and either the diffuse-energy compensated direct-to-total energy ratio parameter  or the diffusedirect-to-total energy ratio parameter  from the audio objects stream is taken as the direct-to-total energy ratio parameter  for the merged parameters.

CHANGE 12
[bookmark: _Hlk181621479]5.11.3.5	Determination of filter taps
5.11.3.5.1	General
The filter taps of the previous frame (one set of index 0 1 or 1 2 for the left or right channel, respectively.) are first updated:
		(5.11-36)
The filer taps in the current frame  are determined based on the selected sub-mode . A single filter  is first determined  in complex frequency domain, before applying an inverse real FFT of length , windowing, and rescaling. 
5.11.3.5.2	Filter taps for IPD
The spectral flatness of a signal  is defined as:
		(5.11-36a)
with L the frame length in samples.
 For the current frame, the phase-to-align channel  is selected as follows:
	If :	
Else if :	
Else:
	If :	
	Else:				 
 (with i=1,2) are the long-term energies calculated for the detection of transient (see 5.11.4). Here, the spectral flatness is calculated over the length . 
The phase-to-align channel  is modified with a hysteresis of 10 frames, and only if the switching between the 2 channels is allowed e.g. if  with .
If the current sub-mode is IPD (i.e., ), filter taps are determined only for the right phase-to-align channel with a filter corresponding in principle to:
	, if 	(5.11-37)
	, if 	(5.11-37a)
if the filter was defined in frequency domain for each bin. In practice, the filter is shortened using subbands (bin pairs) and the IPD is not explicitly defined, the phase spectrum is directly in terms of real and imaginary parts.
In the IPD sub-mode, the filter for the left reference channel (without phase alignment): 
	, if 	(5.11-38)
		(5.11-38a)

And filter taps for the leftthis channel are not defined:

	, if 	(5.11-39)
	, if  	(5.11-39a)
In practice, the factor  can be omitted in filter tap calculation and applied at the filter stage (see clause 5.11.3.6). To minimize complexity, only one set of filter taps is determined.
More specifically, the filter for the right channel is first estimated in  subbands as follows:
·	 for   (DC and Nyquist bins)
·	 for 
·	Furthermore, the inter-channel level difference (ILD) between left and right channels is used by subband to count the number of subbands  that verify the ILD condition:  or . If the filter value is overwitten as  in each subband of index  that satisfy this ILD condition.
Then, the impulse response  is obtained by inverse FFT of length  :
[bookmark: _Ref153270959]		(5.11-40)
The impulse response   for the left channel is derived by folding: 
		(5.11-40a)
	
5.11.3.5.3	Filter taps for IPD2
If the current sub-mode is IPD2 (i.e., ), the filter taps are determined for both left and right channels. In principle, they are determined as:
		(5.11-41)
		(5.11-42)
where  or 4 (corresponding to IPD/2 or IPD/4). In practice, the factor  can be omitted in filter tap calculation and applied at the filter stage (see clause YY). To minimize complexity, only one set of filter taps is determined, the other step is obtained by folding with no extra inverse FFT.
The actual filter tap determination is defined as follows:
		If  or ( and not (Forced POC)) 
o	 for  with 
o	Compute filter for IPD/2:
	,  	(5.11-43)
o	If  compute filter for IPD/4:
	, 	(5.11-44)
· o	Furthermore, the inter-channel level difference (ILD) between left and right channels is used by subband to count the number of subbands  that verify the ILD condition:  or . If the filter value is overwitten as  in each subband of index  that satisfy this ILD condition.
· Don’t force POC
Else:
Force POC downmix
Then, the impulse response  for the right channel is obtained by inverse FFT of length  :
		(5.11-45)
The impulse response   for the left channel is derived by folding: 
		(5.11-46)
		(5.11-47)
5.11.3.5.4	Truncation and normalization
The filter for each channel is truncated by windowing:
		(5.11-48)
where the window is half of a Hanning window:
[bookmark: _Hlk156916117]		(5.11-49)
where  is the filter length depending on the sampling frequency: 24, 48, 48 at 16, 32, 48 kHz (respectively);  is the length of transition defined as  and  is the rounding to integer towards 0.
Finally, the filter in each channel is normalized as follows: 
		(5.11-50)
where  is the L2 vector norm.
[bookmark: _Ref150268724][bookmark: _Toc152693505][bookmark: _Toc156490648][bookmark: _Toc156814378]
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[bookmark: _Toc157153580][bookmark: _Toc170389121]5.11.4	Mode selection rule
The downmix mode (POC or PHA) in the current frame is initially set to the mode of the previous frame.
If  (where  at respectively 16, 32, 48 kHz)
	The mode is set to POC with a hysteresis of 1 frame
Else
	The mode is set to PHA with a hysteresis of 1 frame
If  or  or  or Fforced POC
	The mode is set to POC (and the hysteresis state is reset)
The flag  is true if at least one transient is detected in the stereo signal. To that end, the input frame is divided into 5 subframes and the energy of each subframe is calculated per channel. One transient is detected if the ratio between 2 adjacent subframes is higher than 75 and if the energy of one subframe is widely higher (80, 40, 35 times at 16, 32, 48kHz) than the long-term energy  (with i=1,2), that is the subframes energies smoothed with forgetting factor of 0.75.
[bookmark: _Ref150268751][bookmark: _Toc152693506][bookmark: _Toc156490649][bookmark: _Toc156814379][bookmark: _Toc157153581][bookmark: _Toc170389122]
CHANGE 14
5.11.5	Handling of mode switching
5.11.5.1	Introduction
In a switching frame, i.e, when the downmix mode in the current frame is not the same as in the previous frame the output of the selected mode is levelized (compared to the downmix output), and the downmix output is crossfaded between the output of the selected mode and the output of the other mode.
5.11.5.2	Level
The energies at the output of the 2 modes are obtained by:
	 	(5.11-57a)
with L the frame length and .
The output of the 2 modes are levelized applying the gains :
If  and 0.9885:
		(5.11-57b)
Else:
		(5.11-57c)
The energies of the levelized outputs become:
	 	(5.11-57d)
In a switching frame, the gain  of the current mode is determined as:
	If :
· 		(5.11-57e)
· If >1.4142, =1.4142
· If <0.7071, =0.7071
	If :
· 		(5.11-57f)
· If >1.4142, =1.4142
· If <0.7071, =0.7071
On every frame, the gains  are updated as follows by:
If :
		(5.11-57g)
If 0.9885:
		(5.11-57h)
with =1.00461543.
5.11.5.3	Crossfade

In a transition frame, i.e, when the downmix mode in the current frame is not the same as in the previous frame the output of the selected mode is levelized (compared to the downmix output), and, the downmix output is crossfaded between the output of the selected mode and the output of the other mode. If the current mode is POC, the downmix signal is computed for  by selecting the output of the downmix already levelized (see 5.11.5.1):
		(5.11-58)
If the current mode  is different from the previous mode, a crossfading is applied for :
		(5.11-59)
If the POC mode is selected due to the presence of one transient in the current frame,  is expressed as follows with  the fading length equal to 20 ms:where 
		(5.11-60)
Otherwise, the fading length is equivalent to 60ms with: and  is the fading length equal to 20 ms.
	 	(5.11-60a)

Where  is the rounding to integer.
Since the duration of the crossfade can extend beyond one frame, switching between the 2 modes can occur before the end of the crossfade. In this case, the current value of  is kept for the transition frame and the modes are interchanged.
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[bookmark: _Toc157153846][bookmark: _Toc178590257]6.4.10	SBA output format conversion
The decoded audio scene can be rendered to different formats directly by the DirAC decoder. Hence a format conversion is not required. The output is generated using the methods according to the clauses listed in Table 6.4‑7.
[bookmark: _CRTable6_47]Table 
[bookmark: _Ref156394925]6.4‑7
: Rendering method from SBA format to different output formats
	Output format
	clause

	FOA
	6.4.6.4

	HOA (high-order mode)
	6.4.6.5.3

	HOA (low-order mode)
	6.4.6.5.4

	BINAURAL
	6.4.6.5.6

	BINAURAL_ROOM_[IR, REVERB]
	6.4.6.5.6

	BINAURAL_ROOM_ REVERB
	6.4.6.5.6

	Multi-channel
	6.4.6.5.7

	Stereo
	6.4.6.5.8

	Mono
	6.4.6.5.8.5

	EXT
	direct output
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6.7.1.7.3.2 	Resonator filter calculation
Upon raised BFI flag, the substitution frame processing begins with the calculation of an initial set of LPC synthesis filter coefficients. To that end, the 240 samples of the previously synthesized and down-sampled LFE signal are first windowed with a 240-point symmetric Hamming window. Next, the autocorrelations of the windowed signal  are computed by
[bookmark: _Ref156308711]	 .	 (6.7-11)
If  is below a threshold of 0.0000024, then a buffer prepared to store the substitution frame is zeroed and the procedure continues as described in clause 6.7.1.7.3.7. <td alias signal calculation>.  
Otherwise, the procedure continues with solving the following equation system using the Levinson-Durbin recursion:
[bookmark: _Ref156308740]	 .	 (6.7-12)
The Levinson-Durbin algorithm is described in clause 5.1.9.4 of [3], with the exception of an additional early termination mechanism based on the stability check of the LPC synthesis filter. At each iteration of the Levinson-Durbin recursion, the reflection coefficient is checked. If it indicates a stable filter, the filter coefficients calculated in the current iteration is accepted. When an unstable filter is identified at the end of an iteration, the filter coefficients are rejected and the filter coefficients from the previous iteration are returned.
The resulting LPC synthesis filter is subsequently modified by bandwidth sharpening. To that end and in case no attenuation/muting takes place, the filter coefficients are modified using a bandwidth sharpening factor  according to
[bookmark: _Ref148456848] 	 .	 (6.7-13)
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- paragraph of the first change

6.8.5 	OSBA output format conversion
In the pre-rendering OSBA coding mode, the decoder-side processing is identical to that in SBA format. The objects are pre-rendered into the SBA scene on the encoder side. Consequently, the output format and the specific processing associated with it are the same as described in clauses 6.4.10 and 6.4.6.5.8.

In the discrete OSBA coding mode, the output is generated by the SBA and ISM decoders concurrently. Hence, both decoders must be configured to provide the requested output format. The signals from both decoders are then summed up. The SBA output processing is again performed according to clause 6.4.10.
When the IVAS decoder is configured for external processing (EXT) output, the SBA channels and ISM channels are outputted separately. The output also includes ISM metadata that is associated to every ISM audio output channel. The number of ISM channels corresponds to the number of input ISM channels present at the encoder. In case of low-bitrate pre-rendering mode, the ISM channels have zero valued audio content and zeroed metadata.
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[bookmark: _Toc178590410]6.8.6	OSBA decoding with TSM
The processing of the time-scale modified frames in the OSBA decoder follows from the processing in the ISM and SBA format. 
In the low-bitrate OSBA decoding mode, only the SBA decoder runs, and the audio contents of the object are pre-rendered into the SBA signal on the encoder side. Hence, the same processing is performed as in clause 6.4.11.
In the high-bitrate OSBA decoding mode, the additional transport channels containing the object audio are decoded by MCT. These channels are additionally written to the transport channel buffer. Additionally, the ISM and SBA metadata are decoded. Specifically, the high-bitrate OSBA transport-channel decoding stage comprises the following steps:
1.	ISM metadata decoding (see clause 6.6.3)
2.	SPAR MD decoding (see clause 6.4.3)
3.	DirAC MD decoding (see clause 6.4.2)
4.	Audio-channel decoding using SCE, CPE, or MCT
5.	If STEREO output is configured
a.	AGC decoding (see clause 5.4.7)
b.	PCA decoding (see clause 5.4.6)
6.	Calculation of the SPAR upmix matrix according to clause 6.4.5
a.	HP20 filtering of the transport channels
7.	If parametric binaural or binaural room rendering is configured
a.	SBA to binaural mixing matrix is calculated (see clause 7.2.2.3)
b.	Loudness correction is applied to the SBA TCs
8.	If rendering is not disabled or configured to stereo
a.	AGC and PCA are decoded (see clauses 5.4.7 and 5.4.6)
9.	If mono output is configured
a.	The W channel is copied to the transport-channel buffer
b.	ISMs are downmixed into a mono channel (see clause 6.6.7.2)
After this decoding, the transport channels are processed by the TSM and the metadata are interpolated. The time-scale modified audio channels are stored in the transport channel buffer according to according to clause 6.2.7.2. Local subframes are calculated according to clause 6.2.7.4.3.1 and fed to the rendering stage.
The metadata mapping  for the SPAR upmix parameters is determined according to clause 6.4.11. Again the mapping is different for the high- and low-order DirAC modes. The ISM metadata are interpolated according to clause 6.6.7.
Unlike in SBA format, the granularity in OSBA format is set to 5 ms as the ISMs are always processed with this time resolution and the lower resolution of both modes must be used. 
The rendering stage is again equivalent to that of SBA in OSBA pre-rendering mode. In OSBA discrete mode, ISM rendering and SPAR and DirAC decoding run concurrently. This case involves the following steps for each 5 ms subframe.
1.	If BINAURAL output is configured
a.	DirAC decoding is applied according to clause 6.4.6.5.3 or 6.4.6.5.4
b.	Decoded HOA3 output is rendered binaurally using FastConv (see clause 7.2.2.4)
c.	ISM objects are rendered to binaural using the TD renderer (see clause 7.2.2.2) 
d.	Rendered outputs are multiplied by 0.5 and added up
2.	If STEREO output is configured
a.	ISM objects are rendered to stereo (see clause 6.6.7)
b.	The SBA stereo stream generated in the TC decoding phase is loaded from the TC buffer
c.	These two outputs are added up
3.	If MONO is configured
a.	No further processing is required as the output is already in the TC buffer
4.	If FOA/HOA or MC output is configured
[bookmark: _Hlt156832248]a.	SBA and ISM are rendered to the configured output format MC (see clauses 6.4.10 and 6.6.7)
5.	If BINAURAL_ROOM_IR/BINAURAL_ROOM_REVERB output is configured 
a.	 	SBA and ISM are rendered to MC (see clauses 6.4.10 and 6.6.7)
b.	MC is binauralized using the FastConv renderer (see clause 7.2.2.4)
6.	If EXT output is configured
a.	SBA is rendered to SBA output with the ambisonics order corresponding to the input ambisonics order present at the encoder input (see clauses 6.4.6.5.3 or 6.4.6.5.4)
b.	Object audio channels are copied from the transport-channel buffer to the output buffer

[bookmark: _Hlk166074506][bookmark: _Ref148603637][bookmark: _Toc152693150][bookmark: _Toc156489335][bookmark: _Toc156813991][bookmark: _Toc156936172]CHANGE 19
7.2.2.1	Binaural rendering overview
The IVAS codec has several binaural renderers described in clauses 7.2.2.2 – 7.2.2.5. Depending on the input format, bitrate, IVAS mode and whether head-tracking is enabled different binaural renderer technology is used. Three binaural output modes are supported:
	Binaural output without room acoustic synthesis (no room), command line option BINAURAL,
	Binaural output with room acoustics synthesized using impulse responses (room with IR), command line option BINAURAL_ROOM_IR,
	Binaural output with room acoustics synthesized using parametric reverb, with or without early-reflections (room with reverb), command line option BINAURAL_ROOM_REVERB.
The table 7.2-1 provides an overview of which renderers are used at which operating point for the output formats as listed above.
[bookmark: _CRTable7_21][bookmark: _Ref156402161]Table 7.2‑1: Overview of renderers used for binaural rendering output modes in the IVAS Codec
	IVAS input Format
	Bitrate Range
[kbps]
	IVAS Mode
(if applicable)
	Binaural rendering output mode
(if applicable)
	Renderer Used

	SBA
	13.2 – 80
	-
	-
	Parametric Binaural Renderer

	SBA
	96 – 512
	-
	-
	FastConv Binaural Renderer

	MASA
	13.2 - 512
	-
	-
	Parametric Binaural Renderer

	ISM
	Cf. Table 5.6-1
	ParamISM
	-
	Parametric Binaural Renderer

	ISM
	Cf. Table 5.6-1
	DiscISM
	No room or room with reverb
	Time Domain Object Renderer

	ISM
	Cf. Table 5.6-1
	DiscISM
	Room with IR
	Crend Binaural Renderer

	MC
	Cf. Table 5.7-1
	McMASA
	-
	Parametric Binaural Renderer

	MC
	Cf. Table 5.7-1
	ParamMC
	-
	FastConv Binaural Renderer

	MC
	Cf. Table 5.7-1
	ParamUpmix
	-
	FastConv Binaural Renderer

	MC
	Cf. Table 5.7-1
	DiscMC
	All except below
	Crend Binaural Renderer

	MC Planar Layouts
(5.1 and 7.1)
	Cf. Table 5.7-1
	DiscMC
	Head tracking enabled for either no room or room with reverb
	Time Domain Object Renderer

	OMASA
	Cf. Table 5.9-1
	-
	Head tracking enabled for either no room or room with reverb
	Same as non-combined format

	OMASA
	Cf. Table 5.9-1
	DiscOMASA
	No room
	Parametric Binaural Renderer and Time Domain Object Renderer

	OMASA
	Cf. Table 5.9-1
	other modes
	-
	Parametric Binaural Renderer

	OSBA
	Cf. Clause 5.8.1
	-
	-
	Same as non-combined format
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[bookmark: _Toc152693808][bookmark: _Ref156309155][bookmark: _Toc156491070][bookmark: _Ref156544099][bookmark: _Ref156560417][bookmark: _Ref156662111][bookmark: _Ref156662177][bookmark: _Ref156671742][bookmark: _Ref156763361][bookmark: _Toc156814834][bookmark: _Toc157154042][bookmark: _Toc170389588]7.2.2.2	Time Domain binaural renderer
[bookmark: _CR7_2_2_2_1][bookmark: _Toc152693809][bookmark: _Toc156491071][bookmark: _Toc156814835][bookmark: _Toc157154043][bookmark: _Toc170389589]7.2.2.2.1	General
The time domain (TD) renderer operates on signals in time domain. In the IVAS decoder it is used for binaural rendering of discrete ISM, where each audio signal is encoded and decoded with a dedicated SCE module. This covers all ISM bit rates, except 3-4 objects for bit rates 24.4 kbps and 32 kbps. Each discrete ISM has associated Metadata that can be either positional or non-diegetic (see Clause 4.2.6). If associated metadata are of type positional, HRIR to apply to current frame are updated using input metadata and headtracking values (see Clause 7.2.2.2). If Metadata are of type non-diegetic object’s mono input signal is mixed to the binaural output using two panning gains computed using metadata value (see Clause 5.6.4.4). Further it is used in the decoder for binaural rendering of 5.1 and 7.1 signals when headtracking is enabled. In the external renderer it is used for all ISM configurations and all multichannel loudspeaker configurations, both with and without headtracking enabled. An overview of the TD binaural renderer is found in Figure 7.2‑2 below. An HRIR model accepts the object position metadata along with the headtracking data and generates an HRIR filter pair. The ITD may be modelled as a part of the HRIR, or it may be modelled as a separate parameter. In case an ITD parameter is output, the ITD is synthesis is performed in the ITD synthesis stage. The time aligned signals are then convolved with the HRIR filter pair to form a binauralized signal.
[image: ]
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[bookmark: _CRFigure7_22][bookmark: _Ref149933087]Figure 7.2‑2: Overview of TD binaural renderer
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[bookmark: _Ref149862507][bookmark: _Toc152693814][bookmark: _Toc156491076][bookmark: _Toc156814840][bookmark: _Toc157154048][bookmark: _Toc178590465][bookmark: _Hlk181171533]7.2.2.2.6	ITD synthesis
The ITD synthesis adjusts the timing of the signals such that the desired ITD is achieved in the rendered signal. For audio segments where the ITD remains the same, this can is realized by buffering and delaying the signal with the later time of arrival. To keep the delay at a minimum, the signal with the later time of arrival is delayed while the other channel is rendered with zero delay. When the ITD value changes, a time scaling operation needs to be performed in order to change the alignment of the channels. In case the ITD value changes sign, this means the delayed channel needs to be adjusted to zero delay and the other channel is adjusted to be delayed with the new target ITD.
For each object signal , either input from the decoder or fed to the external renderer, the new object signal frame is fed into a processing buffer. The  samples of memory from the preceding frame is appended in front of the new signal frame. The length of the memory is 
		
 (7.2-49)
where  is the maximum ITD that can be synthesized and  is the number of samples used in the polyphase resampling stage. First, a buffer length  is calculated to leave look-ahead room for the resampling filter according to
		(7.2-50)
where  is the ITD value of the current subframe ,  is the total transition time in samples and  is the length of the 5 ms subframe. The ITD transition is set to complete within the subframe, which means  is the maximum allowed transition length. At 48 kHz sampling rate, . If the sign of the ITD did not change from the previous subframe, or one of them is zero , the time scaling operation only needs to be done on one channel. In that case the number of transition times in samples and  are calculated according to
		 (7.2-51)
where  denote the starting indices of each time shift segment assuming that the current input subframe starts at , is the length of the resampling segments  and . If the previous and current subframe ITD is non-zero and changes sign  the transition times  and  are calculated according to
		 (7.2-52)
where  denotes rounding to the nearest integer. Next, the output buffers A and B are assembled by time-shifting the signal using the transition lengths  and  as illustrated in figure 7.2‑7. First, a resampling is done of the buffer starting from  of length  to the first  samples of output buffer A. The last  samples are populated by copying the remainder of the input buffer to output buffer A. Then, the first samples of the input buffer starting from index 0 are copied to the first  samples of output buffer B. The next  samples of output buffer B are created by resampling the samples starting from  in the input buffer of length . Finally, the last  samples of the input buffer are copied to output buffer B. The last  samples of the input frame is stored in memory for processing the next subframe. Output buffers A and B are assigned to the output channels 0 and 1 for left and right HRIR filtering respectively. The assignment of the output channels is done based on the signs of  and  as follows,
		 (7.2-53)
where  denotes logical AND and  denotes inclusive OR. The resampling operations are implemented using a polyphase filter with a sinc function from a lookup table. The output buffers  populate the corresponding output object channels  and  with the target ITD applied.
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[bookmark: _Toc152693816][bookmark: _Toc156491078][bookmark: _Ref156588591][bookmark: _Toc156814842][bookmark: _Toc157154050][bookmark: _Toc170389596]7.2.2.2.8	HRIR convolution
The gain, for the current subframe is transferred for HRIR convolution and the change between frames is evaluated for further gain interpolation. If the difference from the previous frame for azimuth or elevation is higher than zero, an interpolation count variable,  is set and subjected to a threshold of :
		(7.2-72)
		(7.2-73)
		(7.2-74)
		(7.2-75)
If  is bigger than ‘zero’ and subframe update flag is set, the right and left HR filter interpolation delta is calculated. 
[bookmark: _Ref148958703]	  	(7.2-76)
Following the application of ITD to by delaying the late channel as described in clause 7.2.2.2.6, a gain  is applied to the convolution of the HR filter for the audio signals of each of the left ( and right () channel. To allow for smooth transition in case of abrupt gain changes, a gain parameter for the previous frame,  is defined and initialized to . Gain, is calculated based on the relative distance and directivity of the listener based on the input from head tracking and metadata as described in 7.2.2.2.7. A temporary gain value for each sample in the frame,  is defined and initially  The resulting signal  is then:
		(7.2-77)
where  stands for convolution, and denotes the audio signal being filtered.  is calculated based on the generated pair of HR filters , adjusted for ITD, by a linear interpolation using  from equation (7.2-76) as a step for the samples .  is applied via linear interpolation by incrementing its value at each step to assure a smooth transition. The gain difference between two subsequent subframes  is divided to the length of subframe to calculate the increment step. At the end of each subframe, the value of  is updated to the value of 
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[bookmark: _Toc149548028][bookmark: _Ref149942694][bookmark: _Toc152693843][bookmark: _Toc156491121][bookmark: _Toc156814892][bookmark: _Toc157154101][bookmark: _Toc178590518]7.4.4.3	External reference vector orientation
The listener orientation in the IVAS coordinate system is described in clause 7.4.2.2 which defines the vector pforward. The The input parameters to the reference vector orientation (identified as HEAD_ORIENT_TRK_REF_VEC) orientation tracking modes are:
·	The absolute position of the listeners head in Cartesian 3D coordinates (plistenerabs).
·	The absolute position of an acoustic reference (prefabs). In case of camera-based head tracking by a UE, where the UE should act as the acoustic reference direction, this would be the position of the phone in Cartesian 3D coordinates.
·	The absolute head orientation of the listener (rlistenerabs).
The position of the listener and the reference must refer to a common coordinate system, e.g., an Earth-fixed coordinate system.
Using the positions of the listeners head and the reference, a vector spanning from the listener's head to the reference position is determined (pacousticfront).
		
 (7.4-7)
 The absolute head orientation of the user must be transformed such that the resulting head orientation (rresult) causes the binaural rendering step, using this processed head orientation, will produce an audio signal, where an audio object with 0-degree azimuth and 0-degree elevation would get rendered in the direction of the reference position. Therefore, this vector from the listeners head to the reference acts as the acoustic front of the system in HEAD_ORIENT_TRK_REF_VEC mode.
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[bookmark: _Ref149997613][bookmark: _Toc152693846][bookmark: _Toc156491124][bookmark: _Toc156814895][bookmark: _Toc157154104][bookmark: _Toc178590521]7.4.5	External orientation input handling
[bookmark: _CR7_4_5_1][bookmark: _Toc152693847][bookmark: _Toc156491125][bookmark: _Toc156814896][bookmark: _Toc157154105][bookmark: _Toc178590522]7.4.5.1	Overview
The external orientation input provides to the IVAS renderer any orientation information separate from the head orientation (rotation) data of the listener. The external orientation data, when available, is therefore processed and applied in addition to the head-tracking data, which is described in clause 7.4.3.
Figure 7.4‑4 presents a block diagram describing the external orientation inputs at the IVAS renderer.

External orientation input handling
Orientation tracking
Head orientation / tracking data (cl. 7.4.2) 
Orientation tracking mode (cl. 7.4.3) 
Orientation tracking data (cl. 7.4.3) 
Head orientation control input, Flaghead
External orientation
External orientation control input, Flagext
External orientation delay control input, Flagext,intrp, Nframes,intrp
Binaural rendering
Combined orientation

[bookmark: _CRFigure7_44][bookmark: _Ref156042725]Figure 7.4‑4: Block diagram of external orientation input handling for binaural rendering
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[bookmark: _Toc166433976][bookmark: _Toc178590573]7.6.1	Overview
IVAS supports split rendering wherein the process of binaural rendering and headtracking is split between a main device (pre-renderer) and a light-weight head-worn device (post-renderer). The split-rendering architecture in IVAS is such that the complexity at the post-renderer is substantially less than the complexity of the IVAS decoder and renderer. 
There are two architectures of split rendering supported in IVAS. The first architecture, described in Figure 7.6-1, extends IVAS decoder and internal renderer to perform the pre-rendering part of split renderer, whereas the post rendering is done using a separate post-renderer. In the second architecture, described in Figure 7.6-2, the IVAS decoder runs in pass-through mode and the IVAS external renderer is extended to perform the pre-rendering part of split renderer.
Split rendering in IVAS is supported with all immersive input formats and 48 kHz sampling rate. For configuration of split rendering, a degree of freedom (DOF) may be specified at the main device (pre-renderer), which determines the rotation axes for which pose correction can be performed at the light-weight device (post-renderer). The DOF value specifies the number of axes compensated, and a special value of 0 DOF means no pose correction capability is available at the post-renderer. The pre-rendering configuration is further described in clause 7.6.2.
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[bookmark: _Toc156491173][bookmark: _Toc156814947][bookmark: _Toc157154158][bookmark: _Toc178590668]8.2.1	Bit allocation for stereo in active frames
Active frame signalling for IVAS stereo operation (STEREO) is summarized in Table 8.2‑1.
[bookmark: _CRTable8_21][bookmark: _Ref155963030]Table 8.2‑1: STEREO frame signalling, active frames
	IVAS format
	configuration
	number of bits
	Value

	STEREO
	-
	2
	0



Detailed bit allocation principles for coding the stereo format in active frames are provided in Table 8.2-1a and Table 8.2-1b.
Table 8.2‑1a: Bit allocation for unified strereo (CPE coding tool at 13.2 – 32 kbps)
	Description
	Ordering of bits
	DFT stereo
	TD stereo

	
	
	
	normal sub-mode
	LRTD sub-mode

	IVAS common header (format)
	


Forward ordering of bits
	2
	2
	2

	Stereo mode
	
	1
	1
	1

	Audio bandwidth
	
	2
	2
	2

	LP/MDCT-based core-coder
	
	variable
	variable
	variable

	DFT stereo parameters
	
	variable
	–
	–

	TD stereo parameters
	
	–
	11
	11

	ICA parameters
	
	–
	11
	–

	IC-BWE parameters
	
	8 or 9
	5 or 6
	–




Table 8.2‑1b: Bit allocation for MDCT stereo (CPE coding tool at 48 kbps and up)
	Description
	Ordering of bits
	48 and 64 kbps
	96 kbps and up

	IVAS common header (format)
	
Forward ordering of bits
	2
	2

	Audio bandwidth
	
	2
	2

	ITD parameters
	
	variable
	–

	MDCT-based core-coder
	
	variable
	variable
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[bookmark: _Toc156491174][bookmark: _Toc156814948][bookmark: _Toc157154159][bookmark: _Toc178590669]8.2.2	Bit allocation for stereo in SID frames
SID frame signalling for IVAS stereo operation (STEREO) is summarized in Table 8.2‑2.
[bookmark: _CRTable8_22][bookmark: _Ref155963043]Table 8.2‑2: STEREO frame signalling, SID frames
	IVAS format
	configuration
	number of bits
	Value

	STEREO
	Unified stereo
	23
	0x0

	
	MDCT stereo
	23
	0x1
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8.3.1 	Bit allocation for SBA in active frames
Active frame signalling for IVAS SBA operation (SBA) is summarized in Table 8.3‑1.
[bookmark: _CRTable8_31][bookmark: _Ref155963094]Table 8.3‑1: SBA frame signalling, active frames
	IVAS format
	configuration
	number of bits
	Value

	SBA
	-
	3
	6



Detailed bit allocation principles at different bitrates of the SBA operation are provided in Table 8.3‑2, Table 8.3‑3, Table 8.3‑4, and Table 8.3‑5.
Table 8.3‑2: Bit allocation at 13.2, 16.4, 24.4 and 32 kbps
	Description
	Ordering of bits
	13.2 kbps
	16.4 kbps
	24.4 kbps
	32 kbps

	total bits
	

Forward ordering of bits
	264
	324
	488
	640

	IVAS common header (format)
	
	3
	3
	3
	3

	SBA header – planar mode
	
	1
	1
	1
	1

	SBA header – ambisonics order
	
	2
	2
	2
	2

	Core-coder - SCE
	
	variable
	variable
	variable
	variable

	AGC gain bits 
	



Reverse ordering of bits
	0 or 2
	0 or 2
	0 or 2
	0 or 2

	AGC flag
	
	1
	1
	1
	1

	SPAR metadata (PR, CP and D coefficients)
	
	variable
	variable
	variable
	variable

	SPAR coding strategy
	
	3
	3
	3
	3

	SPAR quantization strategy
	
	2
	2
	2
	2

	DirAC metadata
	
	variable, max 28
	variable, max 32
	variable, max 62
	variable, max129

	Metadata active/inactive mode flag
	
	1
	1
	1
	1


 
Table 8.3‑3: Bit allocation at 48, 64 and 80 kbps
	Description
	Ordering of bits
	48 kbps
	64 kbps
	80 kbps

	total bits
	

Forward ordering of bits
	960
	1280
	1600

	IVAS common header (format)
	
	3
	3
	3

	SBA header – planar mode
	
	1
	1
	1

	SBA header – ambisonics order
	
	2
	2
	2

	Core-coder - CPE
	
	variable
	variable
	variable

	SPAR metadata (PR, CP and D coefficients)
	



Reverse ordering of bits
	variable
	variable
	variable

	SPAR coding strategy
	
	3
	3
	3

	SPAR quantization strategy
	
	2
	2
	2

	active W residual index
	
	0 or 1
	0 or 1
	0 or 1

	Dynamic active W flag
	
	1
	1
	1

	DirAC metadata
	
	variable, max 144
	variable, max 120
	variable, max 120

	Metadata active/inactive mode flag
	
	1
	1
	1



Table 8.3‑4: Bit allocation at 96, 128, 160 and 192 kbps
	Description
	Ordering of bits
	96 kbps
	128 kbps
	160 kbps
	192 kbps

	total bits
	

Forward ordering of bits
	1920
	2560
	3200
	3840

	IVAS common header (format)
	
	3
	3
	3
	3

	SBA header – planar mode
	
	1
	1
	1
	1

	SBA header – ambisonics order
	
	2
	2
	2
	2

	Core-coder - MCT
	
	variable
	variable
	variable
	variable

	SPAR metadata (PR, CP and D coefficients)
	


Reverse ordering of bits
	variable
	variable
	variable
	variable

	SPAR coding strategy
	
	3
	3
	3
	3

	SPAR quantization strategy
	
	2
	2
	2
	2

	Dynamic active W flag
	
	1
	1
	1
	1

	DirAC metadata
	
	variable, max 120
	variabel, max 150
	variable
	variable

	reserved
	
	1
	1
	1
	1



Table 8.3-5: Bit allocation at 256, 384 and 512 kbps
	Description
	Ordering of bits
	256 kbps
	384 kbps
	512 kbps

	
	



Forward ordering of bits
	FOA
	HOA2, HOA3
	
	

	total bits
	
	5120
	5120
	7680
	10240

	IVAS common header (format)
	
	3
	3
	3
	3

	SBA header – planar mode
	
	1
	1
	1
	1

	SBA header – ambisonics order
	
	2
	2
	2
	2

	Core-coder - MCT
	
	variable
	variable
	variable
	variable

	PCA metadata
	





Reverse ordering of bits
	0 or TBD37
	0
	0
	0

	PCA flag
	
	1
	0
	0
	0

	SPAR metadata (PR, CP and D coefficients)
	
	variable
	variable
	variable
	variable

	SPAR coding strategy
	
	3
	3
	3
	3

	SPAR quantization strategy
	
	1
	1
	1
	1

	reserved
	
	1
	1
	1
	1

	DirAC metadata
	
	variable
	variable
	variable
	variable

	reserved
	
	1
	1
	1
	1
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8.3.2 	Bit allocation for SBA in SID frames
SID frame signalling for IVAS SBA operation (SBA) is summarized in Table 8.3‑6.
[bookmark: _Ref155963195]Table 8.3‑6: SBA frame signalling, SID frames
	IVAS format
	configuration
	number of bits
	Value

	SBA
	1 TC
	32
	0x5

	
	2 TCs
	32
	0x6

	
	3+ TCs
	N/A
	N/A



Detailed bit allocation principles for SID frames of the SBA operation are provided in Table 8.3‑7.
Table 8.3-7: Bit allocation for SID frames
	Description
	Ordering of bits
	Number of bits

	total bits
	

Forward ordering of bits
	104

	SID format bits
	
	3

	SBA header – planar mode
	
	1

	SBA header – ambisonics order
	
	2

	Core-coder – SCE/CPE
	
	48

	SPAR metadata (PR, CP and D coefficients)
	

Reverse ordering of bits
	36 for 1 TC config.
34 for 2 TC config.

	DirAC metadata
	
	13 for 1 TC config.
15 for 2 TCs config.

	Metadata active/inactive mode flag
	
	1
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8.4.2	Bit allocation for MASA in SID frames
Bit allocation for MASA in SID frames
SID frame signalling for IVAS MASA operation (MASA) is summarized in Table 8.4‑2 and the corresponding bitstream description in Table 8.4-3.
[bookmark: _CRTable8_42]Table 8.4‑2: MASA frame signalling, SID frames
	IVAS format
	configuration
	number of bits
	Value

	MASA
	MASA1
	23
	0x3

	
	MASA2
	23
	0x7



[bookmark: _CRTable8_43]Table 8.4‑3: Bit allocation for MASA in SID frames 
	Description
	Ordering of bits
	Number of bits

	total bits
	
Forward ordering of bits
	104

	SID format bits
	
	23

	No. of transport channels
	
	1

	Core-coder – SCE/CPE
	
	48

	MASA metadata
	Reverse ordering of bits
	53
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[bookmark: _Toc156491182][bookmark: _Toc156814956][bookmark: _Toc157154167][bookmark: _Toc178590677]8.5.1	Bit allocation for ISM in active frames
Active frame signalling for IVAS ISM operation (ISM) is summarized in Table 8.5‑1.
[bookmark: _CRTable8_51][bookmark: _Ref155963286]Table 8.5‑1: ISM frame signalling, active frames
	IVAS format
	configuration
	number of bits
	Value

	ISM
	< 24.4 kbps
	2
	2

	
	≥ 24.4 kbps
	3
	4



Detailed bit allocation principles for coding ISM in active frames are provided in Table 8.5-1a while its bitstream structure is shown in Figure 5.6-4.
Table 8.5‑1a: Bit allocation in ISM format
	Description
	Ordering of bits
	Discrete mode
< 64 kbps
	Discrete mode
≥ 64 kbps
	Parametric mode

	IVAS common header (format)
	
Forward ordering of bits
	2 or 3
	3
	3

	Core-coder for objects (SCE)
	
	variable 
	variable 
	variable 

	Parametric data
	
	–
	–
	see Table 5.6-2

	Number of ISMs
	

Reverse ordering of bits
	
	
	

	Extended metadata flag
	
	–
	1
	–

	Non-diegetic object flag
	
	–
	0 or 1
	–

	Objects importance flags
	
	
	
	

	ISM_NO_META class signalling
	
	
	
	

	Metadata for objects
	
	variable 
	variable 
	variable 
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[bookmark: _Toc156491183][bookmark: _Toc156814957][bookmark: _Toc157154168][bookmark: _Toc178590678]8.5.2	Bit allocation for ISM in SID frames
SID frame signalling for IVAS ISM operation (ISM) is summarized in Table 8.5‑2.
[bookmark: _CRTable8_52][bookmark: _Ref155963293]Table 8.5‑2: ISM frame signalling, SID frames
	IVAS format
	configuration
	number of bits
	Value

	ISM
	-
	23
	0x2



The SID frame bit allocation for ISM operation is summarized in Table 5.6-4 while its bitstream structure is shown in Figure 5.6-6.
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[bookmark: _Hlk182292330]8.7 	Bit allocation for combined Object-based audio and SBA (OSBA)
Active frame signalling for IVAS OSBA operation (OSBA) is summarized in Table 8.7-1. DTX operation is not supported with OSBA inputs.
Table 8.7-1: OSBA frame signalling, active frames
	IVAS format
	configuration
	number of bits
	Value

	OSBA
	< 24.4 kbps
	3
	6

	
	≥ 24.4 kbps
	4
	11


NOTE: OSBA is indicated with a separate 2-bit field “OSBA indicator” as described in Table 8.7-2.
Detailed bit allocation principles at different bitrates of the OSBA operation are provided in Table 8.7‑2, Table 8.7‑3, Table 8.7‑4, and Table 8.7‑5.
[bookmark: _CRTable8_32][bookmark: _Ref155963105]Table 8.7‑2: Bit allocation at 13.2, 16.4 and 24.4 kbps 
	Description
	Ordering of bits
	13.2 kbps
	16.4 kbps
	24.4 kbps

	total bits
	

Forward ordering of bits
	264
	324
	488

	IVAS common header (format)
	
	3
	3
	4

	SBA header – planar mode
	
	1
	1
	1

	OSBA indicator
	
	2 (must be set to 0)
	2 (must be set to 0)
	N/A

	SBA header – ambisonics order
	
	2
	2
	2

	Core-coder - SCE
	
	variable
	variable
	variable

	AGC gain bits 
	



Reverse ordering of bits
	0 or 2
	0 or 2
	0 or 2

	AGC flag
	
	1
	1
	1

	SPAR metadata (PR, CP and D coefficients)
	
	variable
	variable
	variable

	SPAR coding strategy
	
	3
	3
	3

	SPAR quantization strategy
	
	2
	2
	2

	DirAC metadata
	
	variable, max 28
	variable, max 32
	variable, max 58

	Metadata active/inactive mode flag
	
	1
	1
	1

	Number of objects
	
	2
	2
	2



Table 8.7‑3: Bit allocation at 32, 48, 64, 80 kbps
	[bookmark: _CRTable8_33][bookmark: _Ref149902944]Description
	Ordering of bits
	32 to 80 kbps

	total bits
	

Forward ordering of bits
	640/960/1280/1600

	IVAS common header (format)
	
	4

	SBA header – planar mode
	
	1

	SBA header – ambisonics order
	
	2

	Core-coder – CPE
	
	Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	SPAR metadata (PR, CP and D coefficients)
	



Reverse ordering of bits
	



Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	SPAR coding strategy
	
	

	SPAR quantization strategy
	
	

	active W residual index
	
	

	Dynamic active W flag
	
	

	DirAC metadata
	
	

	Metadata active/inactive mode flag
	
	

	Number of objects
	
	2












Table 8.7‑4: Bit allocation at 96 kbps
	Description
	Ordering of bits
	96 kbps

	total bits
	

Forward ordering of bits
	1920

	IVAS common header (format)
	
	4

	SBA header – planar mode
	
	1

	SBA header – ambisonics order
	
	2

	Core-coder – MCT
	
	Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	SPAR metadata (PR, CP and D coefficients)
	



Reverse ordering of bits
	



Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	SPAR coding strategy
	
	

	SPAR quantization strategy
	
	

	active W residual index
	
	

	Dynamic active W flag
	
	

	DirAC metadata
	
	

	Metadata active/inactive mode flag
	
	

	ISM metadata
	
	Variable (0 if number of objects > 1)

	Number of objects
	
	2



[bookmark: _CRTable8_34][bookmark: _Ref149902957]Table 8.7‑5: Bit allocation at 128, 160, 192, 256, 384 and 512 kbps
	Description
	Ordering of bits
	128 to 512 kbps

	total bits
	

Forward ordering of bits
	2560/3200/3840/5210/7680/10240

	IVAS common header (format)
	
	4

	SBA header – planar mode
	
	1

	SBA header – ambisonics order
	
	2

	Core-coder – MCT
	
	Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	PCA metadata
	



Reverse ordering of bits
	



Same as SBA bit allocation (Tables 8.3-2 to 8.3-5)

	PCA flag
	
	

	SPAR metadata (PR, CP and D coefficients)
	
	

	SPAR coding strategy
	
	

	SPAR quantization strategy
	
	

	active W residual index
	
	

	Dynamic active W flag
	
	

	DirAC metadata
	
	

	Metadata active/inactive mode flag
	
	

	ISM metadata
	
	variable

	Number of objects
	
	2
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8.8	Bit allocation for combined Object-based audio and MASA (OMASA)

[bookmark: _CRTable8_86]Table 8.8‑6: Bit allocation for discrete coding mode – part 1
	Description
	Ordering of bits
	24.4 kbps
*1
	32 kbps
=1 
	48 kbps

	64 kbps 
*=1,2

	total bits
	

Forward ordering of bits
	640
	1280
	1600
	1920

	IVAS common header (format)
	
	4
	4
	4
	4

	Core-coder for objects (SCE) with object metadataISM format data
	
	variable
	variable
	variable

	variable


	Core-coder for MASA – CPE
	
	variable
	variable
	variable
	variable

	Number of objects 
	



Reverse ordering of bits
	2*
	2*
	2*
	2*

	Objects importance flags
	
	2 or 4
	2 or 4
	(2 or 4)  2
	(2 or 4) 2

	Reserved MASA bits
	
	2
	2
	2
	2

	No. of spatial directions
	
	1
	1
	1
	1

	Subframe mode
 (SF = 0 or 1)
	
	1
	1
	1
	1

	Low bitrate mode
	1 subframe 
(SF = 1)
	
	0
	0
	0
	0

	
	4 subframes (SF = 0)
	
	1
	1
	1
	0

	MASA metadata
	
	variable, 
max 42-(1-SF)
	variable, 
max 52-(1-SF)
	variable
max 62-(1-SF)
	variable, max 62-(1-SF)



[bookmark: _CRTable8_87]Table 8.8‑7: Bit allocation for discrete coding mode – part 2
	Description
	Ordering of bits
	80 kbps
 = 1, 2 
	96 kbps
 = 1, 2, 3
	128 kbps
 = 1, 2
	128 kbps
 = 3, 4

	total bits
	

Forward ordering of bits
	640
	1280
	1600
	1920

	IVAS common header (format)
	
	4
	4
	4
	4

	Core-coder for objects Separated object (SCE) with object metadata
	
	variable

	variable

	variable

	variable


	Core-coder for MASA – CPE
	
	variable
	variable
	variable
	variable

	Number of objects 
	



Reverse ordering of bits
	2
	2
	2
	2

	Objects importance flags
	
	(2 or 4) 
* 
	(2 or 4)
* 
	(2 or 4)
* 
	(2 or 4)
* 

	OMASA bitrate flag
	
	0
	0
	0
	1

	Reserved MASA bits
	
	2
	2
	2
	2

	No. of spatial directions
	
	1
	1
	1
	1

	Subframe mode (SF)
	
	1
	1
	1
	1

	Low bitrate mode
	1 subframe
	
	0
	0
	0
	0

	
	4 subframes
	
	0 or 1
	0 or 1
	0
	0 or 1

	MASA metadata
	
	variable 

	variable 

	variable 

	variable 




[bookmark: _CRTable8_88]Table 8.8‑8: Bit allocation for discrete coding mode – part 3
	Description
	Ordering of bits
	160 kbps
 = 1..4 
	192 kbps  = 1..4
	256 kbps
 = 1..4
	384 kbps
 = 1..4
	512 kbps
 = 1.. 4

	total bits
	

Forward ordering of bits
	3200
	3840
	5210
	7680
	10240

	IVAS common header (format)
	
	4
	4
	4
	4
	4

	Core-coder for objects Separated object (SCE) with object metadata
	
	variable

	variable

	variable

	variable

	variable


	Core-coder for MASA – CPE
	
	variable
	variable
	variable
	variable
	variable

	Number of objects 
	



Reverse ordering of bits
	2
	2
	2
	2
	2

	Objects importance flags
	
	(2 or 4) 
* 
	(2 or 4) 
* 
	(2 or 4)
* 
	(2 or 4)
* 
	(2 or 4)
* 

	Energy flag
	
	1
	1
	1
	1
	1

	Reserved MASA bits
	
	2
	2
	2
	2
	2

	No. of spatial directions
	
	1
	1
	1
	1
	1

	Subframe mode (SF)
	
	1
	1
	1
	1
	1

	MASA metadata
	
	variable 

	variable 

	variable 

	variable 

	variable 





END OF CHANGES
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‘C’ channel at 64 kbps and above
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