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Abstract: This paper proposes Evaluation/Conclusion for KI#2.
1. Introduction/Discussion
This proposal proposes the evaluation and conclusion for KI#2. 
This contribution focus on the VFL inference procedure and provides some observation.
Note: In this contribution, the evaluation of VFL training procedure is out-of-scope.
For KI#2, two use cases, (use case #4 and #5) are approved. In use case #5, two scenarios (i.e., NWDAF-initiated and AF-initiated scenarios) are approved as follows,
· Scenario 1: NWDAF initiates VFL training process. 
· Scenario 2: AF initiates VFL training process.
General aspect of the VFL inference is described in clause 7.2.1. The NWDAF-initiated inference and AF-initiated inference is described in clause 7.2.2 and 7.2.3, respectively.

2. Text Proposal
It is proposed to capture the following changes in TR 23.700-81.
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7.2	Key Issue #2: 5GC Support for Vertical Federated Learning 
7.2.1 General perspective of VFL inference
For KI#2, 13 solutions (i.e., solution #13 ~#25) are approved. Table 7.2.1 summarizes the solution in terms of VFL inference. As shown in Table 7.2.1-1, the VFL inference perspective is mentioned in 9 solutions. In all nine solutions, a common idea about VFL inference is as follows: 
-  VFL inference is a distributed inference where there is no entire model.
- NWDAF or AF initiates VFL inference.
- NF (s) that participate in VFL inference (i.e., AF and/or NWDAF) collect local data, compute intermediate results, and notify the intermediate results of another NF (i.e., AF and/or NWDAF); Then the latter NF generates final results (e.g., estimated QoE).  
From above analytics, three observations are obtained.
Observation 1: VFL inference is a distributed inference.
Observation 2: NWDAF or AF initiates VFL inference.
Observation 3: In the VFL inference, NF (s) (AF and/or NWDAF) collect local data and send the intermediate results to another NF (AF or NWDAF). The latter NF generates the final results.  
On the other hand, the different points are 
-        How to treat the final result.
-        Whether to support distinct instances to perform VFL inference and VFL training.
The following evaluate the solutions in terms of two points for the NWDAF-initiated and AF-initiated VFL inference, respectively.
Table 7.2.1-1. Solution evaluation in terms of VFL inference
	Sol.
	Is VFL inference addressed?
	Which Scenario is it addressed?

	13
	No
	-

	14
	Yes
	NWDAF-initiated

	15
	Yes
	NWDAF-initiated

	16
	Yes
	NWDAF-initiated

	17
	No
	-

	18
	Yes
	Both

	19
	Yes
	AF-initiated

	20
	Yes
	NWDAF-initiated

	21
	Yes
	Both

	22
	Yes
	NWDAF-initiated

	23
	Yes
	Both

	24
	No
	-

	25
	No
	-



7.2.2 NWDAF-initiated VFL inference. 
As shown in Table 7.2.1-1, eight solutions address the NWDAF-initiated VFL inference.
Observation 4: In NWDAF-initiated VFL inference, an NWDAF generates final results and notifies the analytics to analytics consumer NF, taking the final result into account.
Analysis: In terms of how to treat final results, two methods are proposed in the solutions. 
-        In seven solutions (#14, #16, #18, #20, #21, #22, and #23), an NWDAF (MTLF or AnLF) generates final results and directly notifies the analytics to Consumer NF (e.g., PCF and AMF), taking the final result into account. 
-        In two solutions (#15 and #23), NWDAF that generates final results provides analytics to NWDAF (AnLF). Then, the NWDAF (AnLF) provides the analytics to consumer NF (e.g., PCF and AMF), taking the final result into account. 
Note: #23 supports both methods. 

Observation 5: Support VFL inference and VFL training performed by distinct instances.
Analysis: Regarding whether to support distinct instances to perform VFL inference and VFL training, two solutions support inference/training separation, three solutions do not support, and three solutions do not mention the inference/training separation.
· Two solutions (#20 and #22) support distinct instances to perform VFL inference and VFL training. The NWDAF (AnLF) performs inference, while the NWDAF (MTLF) performs VFL model training, where the former NWDAF (AnLF) and the latter NWDAF (MTLF) may be different instances. The trained model is transferred from the NWDAF (MTLF) to the NWDAF (AnLF).
· Three solutions (#15, #18 and #23) do not support distinct instance. The VFL inference should be performed, and training should be performed via exactly the same NFs.
Reasons to support observation.
· Since the deployment of VFL inference functionality becomes agnostic to the VFL model training functionality, supporting VFL inference and VFL training performed by distinct instances enables a more flexible deployment of VFL functionalities.
· For example, the computational requirements for inference and training are largely different. Inference requires much lower computation resources than training. Therefore, the VFL inference functionality inference is performed on poor computation resources, such as decentralized communication stations, while the training is performed on rich computation resources, such as centralized data centers. 
· MTLF and AnLF are discussed separately up to Rel-18. There seems to be no reason to enforce that inference and training should be performed in an instance in VFL inference and training. 
· The impact of supporting distinct instances between inference and training is small. The procedures for VFL inference by instances that have never participated in VFL training is sub-procedures of VFL model training. The VFL model training procedure generally involves discovering client, sample, and feature alignment, transferring intermediate results, and feedback loss. The procedure for VFL inference by distinct instance is the aforementioned VFL model training procedure without the feedback loss procedure.
· A requirement to support the distinct instance is that the inference and training instances should collect the same input feature. Instead, this is the same requirement as in past discussions on separation of AnLF and MTLF up to Rel-18 and not specific to VFL. Up to Rel-18, in general, ML model training (i.e., not VFL), the AnLF should collect the same input feature as the MTLF.
Table 7.2.2-1. VFL inference solutions in NWDAF-initiated case.
	Sol
	Which NF generate final results 
	Whether the NWDAF generates final results directly or indirectly notifies the analytics to Consumer NF?
	Whether to support distinct instance in the VFL inference and VFL training?

	14
	NWDAF
	Yes
	Not mentioned

	15
	NWDAF(AnLF or MTLF is FFS) 
	NWDAF that generates final results provides analytics to NWDAF (AnLF). Then the NWDAF (AnLF) provides the analytics consumer NF (e.g., PCF and AMF), taking the final result into account.
	No

	16
	NWDAF (AnLF)
	Yes
	Not mentioned

	18
	NWDAF
	Yes
	No

	20
	NWDAF (AnLF)
	Yes
	Yes

	21
	NWDAF
	Yes
	Not mentioned

	22
	NWDAF(AnLF) 
	Yes
	Yes

	23
	NWDAF
	Optionally. NWDAF that generates final results provides analytics to NWDAF (AnLF). Then the NWDAF (AnLF) provides the analytics consumer NF (e.g., PCF and AMF), taking the final result into account.
	No




7.2.3 VFL inference in AF-initiated scenario. 
Four solutions (#18, #19, #21, and #23) address AF-initiated VFL inference. In all the solutions, AF-initiated VFL inference is performed after AF-initiated VFL model training.
Observation 6: In the AF-initiated VFL inference case, the AF consumes the final results.
Analysis: In terms of how to treat final results, two methods are proposed in the solutions. 
· In 3 solutions (#19, #21, and #23), an AF generates final results that is remained in the AF and not exposed. 
· In a solution (#18), an AF generates final results and provides the results to the 5GC. Then, the final results are routed to the Consumer NF.
Reasons to support observation:
A motivation of the AF-initiated VFL training is that the AF cannot expose the labels to the 5GC, aiming to 1) preserve the data privacy or 2) use the vendor-specific data as a label. Considering the relationship between inference and training, the final results obtained in the inference have the same data model (e.g., attribute and dimension) as the label. Furthermore, the value of the final results is very similar to the label using a well-trained ML model. If the motivation is 1), the final results cannot be exposed to the 5GC because the final results are similar to the label that cannot be exposed. In case 2), the final results cannot be exposed to the 5GC because the 5GC cannot interpret the vendor-specific data model. 

Observation 7: Support VFL inference and VFL training performed by distinct instances.
Analysis: Regarding the Whether to support distinct instance in the VFL inference and VFL training, two solutions support and three solutions do not support.
· A solution (#19) supports the distinct instance. 
· Three solutions (#18, #21 and #23) do not support distinct instance. The VFL inference should be performed, and training should be performed via the same NFs.
Reason to support observation:  The discussion in clause 7.2.2.

Table 7.2.3-1. VFL inference solutions in AF-initiated case.
	Sol
	Which entity generate final results 
	How to treat final 
	Whether to support distinct instance in the VFL inference and VFL training?

	18
	AF
	The AF sends analytics to the 5GC NF consumer. 
	No

	19
	AF
	The AF consumes the final results.
	Yes

	21
	AF
	The AF consumes the final results.
	No

	23
	AF
	The AF consumes the final results.
	No
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8.2	Key Issue #2: 5GC Support for Vertical Federated Learning 
In conclusion, KI #2 proposes the following principles:
Principle 1: VFL inference is a distributed inference.
Principle 2: NWDAF or AF initiates VFL inference.
Principle 3: In the VFL inference, NF (s) (AF and/or NWDAF) collect local data and send the intermediate results to another NF (AF or NWDAF). The latter NF generates the final results.  
Principle 4: In NWDAF-initiated VFL inference, an NWDAF generates final results and notifies the analytics to analytics consumer NF, taking the final result into account.
Principle 5: In the AF-initiated VFL inference case, the AF consumes the final results.
Principle 6: Support VFL inference and VFL training performed by distinct instances.
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