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1. Introduction
The KI#1 is formulated as below:
This key issue will study PDU set based QoS handling enhancements considering both control plane and user plane perspectives. In particular, this KI will address:
-	whether, what and how PDU Set based handling (e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC, etc.) and PDU Set information (including Control Plane and/or User plane information) provided by the AF/AS are enhanced.
NOTE:	This will require close coordination with SA WG4 and RAN WGs.
As can be seen from above, KI#1 is a KI without a concrete issue, being rather a placeholder for enhancements proposals. Hence, to ensure the quality of the specification, it should be given a special attention to ensure that enhancements do enhance the Rel-18 functions and provide quantifiable benefits for a price tag of additional complexity.
2. Text Proposal
It is proposed to introduce the following changes vs. TR 23.700-70 all new text.
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7.2	Evaluations for Key Issue #1

FEC presence in the data, solutions: 1, 2, 3, 4, 21.

As discussed already during R18, FEC is primarily useful for links with no feedback/broadcast applications. On unicast links it is more resource efficient to add redundancy dynamically by means of Hybrid-ARQ, which benefits also from the physical layer’s soft-combining functionality. Hence, we assume that applications using unicast connectivity don’t use e2e FEC as means to correct transmission related losses on the radio interface; and we don’t think that 3GPP should try to use it for that purpose, as being indicated in the solutions.
The proposed solutions recommend that the 5GS (specifically the gNB) removes redundancy that an application may have added by an e2e FEC scheme. Besides being complex to do that, such network behavior would harm the QoE of well-behaved applications by reducing its data rate as a response to the packet drops due to dropping of FEC data. This may encourage misbehaving applications as explained below. 
First of all, it is important to note that adding additional redundancy on application layer is a legitimate solution to ensure that the receiver is able to decode the original data (e.g. a video frame) even if a (small) fraction of the packets were lost. Most applications or their transport layer protocol (TCP) recover from losses by means of e2e retransmissions. Using FEC is an attractive alternative only if the application’s latency requirements are too tight for such retransmissions. However, any application, no matter whether they use FEC or retransmissions, must react to packet losses in the same way as TCP would react to such loss (see https://datatracker.ietf.org/doc/html/rfc8083 and https://datatracker.ietf.org/doc/html/rfc8085). That is, the application (or its transport layer protocol) must interpret packet loss as an indication for congestion and hence reduce its sent rate upon detecting a loss. This is the reason why mobile communication systems correct transmission related losses on the radio interface by means of (H)ARQ and thereby allow an application to fully utilize the available radio resources. When the node in front of the bottleneck link (typically the gNB) detects that the queue grows too large, it drops a packet (active queue management, AQM) and thereby indicates to the application that it shall reduce its rate. 
If the gNB would drop packets that it considers as “unnecessary e2e FEC redundancy”, the application may still be able to decode the original data (e.g. the video frame) but it shall reduce its send rate, i.e., interpret the IP packet losses as congestion event of the radio interface. If, as suggested by the proponents, the gNB drops the FEC data continuously, the application would step down its send rate once per RTT and hence not be able to sustain any video transfer. 
One could argue that there could be applications in the Internet which ignore the above mentioned RFC and sustain their send rate despite detecting packet losses. We consider this unlikely since an application that does not adjust its media bit rate to the available link rate won’t function well with any underlying network. In any case, 3GPP should refrain from specifying functionality that aims to enhance the QoE of such misbehaving applications. 
Finally, we would like to point out that an e2e FEC algorithm requires additional processing and data rates in application server and client. Hence, we assume that application designers and service providers would prefer to avoid using e2e FEC. And as a matter of fact we see strong interest in ECN which allows a node experiencing congestion to mark IP packets rather than dropping them. ECN does not add any overhead but allows the receiving side of the application to decode the data (e.g. video frames) and reduce its application bit rate in response to the congestion indication. To the end, all solutions are based on AF being actively involved and therefore being very well aware that 5GS is in the data transfer path and therefore (based on the discussion above), can very well decide to disable FEC and and make efficient use of the AS resources.

Evaluation result: Given the issues raised above and the pending response LS addressing essential open questions, more time would be needed for the study of the related proposals, if it is agreed to continue beyond the May meeting. In general, based on the evaluation above we do not support consideration of this solution in the normative work.
Availability of the PDU Set Information, solutions: 5.
Sol#5 introduces the possibility to provide PDU Set Information when no PDU Set QoS Parameters are available. NG-RAN can benefit from understanding the PDU Set size and what PDUs constitute a PDU Set when a decision to discard queued data needs to be taken so that a whole PDU Set can be discarded, i.e., similar to the benefits that justified that information being introduced in Rel-18.
Evaluation result: Given the benefits from knowing PDU Set size and PDUs constituting a PDU Set in NG-RAN we support the introduction of the functionality. We support a solution where SMF triggers PDU Set Information inclusion based on the NG-RAN indication in a response to an indication provided by SMF.
Enhancing AQP with PDU Set QoS Parameters, solutions: 6, 7.
Evaluation result: Can be considered in scope of the normative work. Justification is the same as the for the basic introduction of AQP.
Consistent PDU Set Handling, solution 8:
PSI mapping can be based on PDU Set type, but it would likely not be feasible to set PSI based only on PDU Set type. For example, P-Frames often use a varying amount of I-type information, which thus effectively becomes a “partial” I-Frame in terms of potential importance. It is, for example, perceivable to give more importance to P-Frames with much I-type information. It is also perceivable to give more importance to P-Frames with many dependent P-Frames and less importance to P-Frames with few or no dependent P-Frames. A useful PSI value differentiation between I-Frames and P-Frames should thus likely neither be static (not only depend on Type) nor be as clear-cut as the example table indicates.
An unambiguous usage of PDU Set Types as input into the Detection methodology and full alignment of a strict PDU Set Type mapping to PSI values would require a detailed standardization of PDU Set Types, likely even extending the amount of different PDU Set Types to match the potential differentiation needs from different applications. That seems necessary to close the “disconnect between the AF and processing in the UE (for uplink) and UPF (for downlink)” (Key Issue description). It, however, seems unlikely that such detailing of PDU Set Types and strict mapping to PSI would be feasible.
Evaluation result: Given the issues raised above and the pending response LSs addressing essential questions, more time would be needed for the study of that proposal, if it is agreed to continue beyond the May meeting. In general, based on the evaluation above we do not support consideration of this solution in the normative work.

Multiple QoS profiles/AQP sets for a single QoS Flow, solution 19.
In this solution it is assumed that a media stream requiring different QoS handling, i.e., different QoS parameters/PDU Set QoS Parameters and potentially different AQP sets is mapped on a/one QoS Flow. However, 5GS QoS Framework and the 5GS Architecture addresses such scenario by using dedicated QoS Flows with the QoS profiles aproprietally addresseing different QoS requirements. Hence the existing baseline already support the scenario where different QoS requirements need to be provided. The proposal funfamentally alters the 5GS QoS Framework, where all data on a given QoS Flow is subject to same treatment expressed by the QoS profile, while not providing justification or benefits for such approach. Finally, KI#4 addresses the case where such media stream is within same transport layer connection and needs to be mapped on different QoS Flows.
Evaluation result: Based on the above evaluation, we do not support to consider this solution for normative work.
Introducing a nominal delay budget concept, solution 20.
In this solution AF provides a Nominal PSDB (NPSDB) instead of PSDB. It is a single value that applies to all PDU Sets within a QoS Flow as PSDB does. While it still refers to a delay budget that operates in same framework as existing PSDB, it assumes that NG-RAN estimates the nominal arrival time, something that remains unknow to the AF that on the other hand provides the NPSDB and uses that nominal arrival time to decide when to forward data to the UE. The latter however can be achieved by implementation already today, e.g., by monitoring the traffic arrival pattern and estimating the arrival time, when periodicity of the traffic is known or is determined.
Evaluation result: Based on the evaluation above we do not see need for a normative work.

UL PDU Set QoS handling, solution 22.
RAN can use UL PDU Set QoS Parameters in implementation specific manner and thus this solution has no benefits.

Evaluation result: We do not support inclusion of this solution in the normative work.

Adding PDU Set correlation information, solution 23.
We don’t see the need to add this information on top of the ‘Importance’ parameter introduced in Rel-18. There is no evidence that adding such information is useful. It is assumed that 'correlation' would be used to decide which and to what extent PDU Sets are used as reference by other PDU Sets and thereby determining how ‘essential’ a PDU Set is to other PDU Sets, which effectively becomes a measure of PDU Set importance.
Adding additional detailed correlation information, such as for example exactly to which other PDU Sets a PDU Set is correlated, would likely be both complex and voluminous. Making use of such information in RAN also seems to require detailed tracking of the success status of a dynamically updated, long history of previously sent PDU Sets in the same QoS flow, with a size of that history corresponding to the longest PDU Set prediction chain that can easily be hundreds of PDU Sets. Limiting that complexity to, e.g., the number of dependent PDU Sets for a PDU Set (without detailing which), seems very similar to the existing ‘Importance’ parameter.

Evaluation result: Given the issues raised above and the pending response LSs addressing essential questions, more time would be needed for the study of that proposal, if it is agreed to continue beyond the May meeting. In general, based on the evaluation above we do not support consideration of this solution in the normative work.



[bookmark: _Toc165020774]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
[bookmark: _Toc165020775]8.1	Conclusions for Key Issue #1
Following aspects are concluded for normative work:
1. PDU Set QoS Parameters are to be added to Alternative QoS Profile.
2. Provision of the PDU Set Information to supporting NG-RAN in case of absence of PDU Set QoS Parameters. 
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