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1. Discussion
The following Editor´s Note that are listed in Solution#23 are addressed, note that the terminology FL Server and FL Cient with VFL capabilities is used in this document until the terminology used for the normative work is agreed:
1.1	Whether the FL Server with VFL Capabilities can receive labels from FL Client
The use case that is described in this solution relates to the AnalyticsID Observe Service Experiece that NWDAF provides and the ML Model that an NWDAF trains, using VFL, in cooperation with one or more AFs, each of these AFs has the real value of the Observed Service Experience as reported by the end user or determined by the application, as such the training of the ML Model needs to take into account this real value to test if the ML Model can obtain accurate predictions.
When the NWDAF and the AF(s) trains, using VFL, the ML Model, this real value of the Observed Service Experience, i.e. so called the label, is needed to know when the training terminates, as the predicted value and the real value are close enough to each other, so called that the ML Model converges.
The NWDAF produces the AnalyticsID on Observed Service Experience, as such it knows that it needs a trained ML Model for this Analytics ID. The NWDAF may not have that trained ML Model, then it will trigger to start the training and needs also to know when the training has finalized. There is several ways to do that is discussed below,
1.1.1 	Method 1: VFL training when the NWDAF (server and active participant) obtains the label from the AF (client and passive participant)
The NWDAF checks what it is needed to train the ML Model, since the label resides in the AF and is needed to know when to stop the training, the NWDAF asks the AF to provide the label, this capability is part of the AF profile stored in NRF, and can also be part of the negotiation in the preparation phase. Then, the NWDAF asks the AF to train the model with its local data, the AF only has to do training of its local model, as such even if it has the label it cannot decide if the ML Model is good enough, instead sends the result of the training of the local Model with its local data to the NWDAF and the value of the label to the NWDAF. The value of the label may be e.g. just a binary value or may be as granular as calculated by the AF.
The NWDAF trains its model with the local data, combines it with the results from the AF, then checks the label provided by the AF. The NWDAF can do training with multiple AFs, possibly in parallel, and each AF can provide a value of its own label. The AF may compute a value of the label in each training iteraction, as such it may send a different value for the label. The NWDAF uses the newly received value of the label,
The AF is the FL Client and the NWDAF is the FL Server (with VFL capabilities). Given the discussion on active and passive participants, the AF has the role of the passive participant and the NWDAF has the role of the active participant (it does no host the label but receives it from the AF and computes the output). 
Previous discussions said that the AF may not want to share labels with the MNO. In this solution, in the procedure when the AF is the active participant it is belived to share the OSE Analytics (which is closely related to the label) during inference. As such our understanding is that VFL does not really prevent sharing the OSE label (which is closely related to the OSE Analytics) since shared for the inference, then it may also be shared for training. 
Figure 1 shows the procedure for VFL training when the NWDAF is the server and active participant and obtains the label from the AF that is the client and passive participant. 


Figure 1. AF(s) shares the value of the labels with NWDAF. NWDAF is the FL Server and active participant



1.1.2 	Method 2: VFL training when the NWDAF (server and active participant) requests the AF (client and passive participant) to calculate the loss
The NWDAF starts the training, asks the AF to do training with its local model, then provide some intermediate results to the NWDAF. Given that the AF has the capability to provide the loss value, then the NWDAF updates the local model, provides the intermediate result to the AF asking to compute the loss. The loss is used by NWDAF to determine if training continues or not. 
The AF is the FL Client, as such do training based on the own local model and the NWDAF is the FL Server (with VFL capabilities).  In this procedure the AF has the capability to perform calculation of the loss based on their local label. Given the discussion on active and passive participants, the AF is the both passive and active participant and the NWDAF is the active participant. However, we suggest updated definitions of the FL Server (with VFL capabilities) and the FL Client (with VFL capabilities) instead.
It is also expected that the loss that the AF share is not for an individual UE, but rather it is the loss calculated for a batch of samples as negotiated during the preparation phase.


Figure 2. AF calculates the loss for a ML Model to help NWDAF
1.1.3 	Proposal for resolution of the Editor´s Note
This solution proposes both method 1 and method 2:
a) the labels (may be with a different granularity that the QoE that the AF uses internally) are shared when application and network co-operates in training and this can be done for specific UEs, provided that UEs have given consent to the application. Sharing labels by the AF with the MNO is similar to sharing the predictions for QoE during inference that is proposed by this solution as well.
b) For those applications for any reason does not want to share the labels per UE, the AF can do a loss calculation, can be for a batch of samples, then provide it to NWDAF.
It is up to the NWDAF to select if it starts VFL or not and with which AF(s) that can share labels, the label granularity and with the AFs can calculate the loss.
1.2	VFL profile and its content
The following Editor's note is included in the solution#23, Whether additional parameters are needed in the VFL profile is FFS.
Due to the discussion in clause 1.1, the NEF registers the AF capabilities to do both, share its label, may not have the same granualiry as the label inside the AF for an AnalyticsID, and share the loss, may be done in a batch of UEs, for the AnalyticsID.
Other parameters that are need in the VFL report are:
- the capability of the AF or NWDAF to share model convergence reports during the training phase. The model convergence reports are sent between participants in the training phase, it indicates how the model training progresses, e.g. fast or slow convergence, or not convergence. If a participant is informed that the training converges e.g. slowing, or not convergence, a participant may select a different local model for convergence, and the server may decide to drop a participant. This is also part of the performance monitoring procedure during the training phase.
- the capability of the AF when acting as a FL Server/active participant, to indicate how much the intermediate results of either the AF or NWDAF impact the output. This enables the NWDAF, to be aware how much its features contribute to the AnalyticsID, such as QoE, as such an operator could perform inference using local features without being dependant on the AF.
These capabilities are part of the NF profile.
1.3	Inference 
The following Editor's note is included in the solution#23, Whether the NWDAF that triggers the training also triggers the inference or different NWDAFs are considered
This solution considers that the NWDAF that trains the model is the same NWDAF as performs inference, as such it is considered that the trained ML Model is stored locally. Other aspects, such as possibility to store the ML Model in ADRF, and how an AnLF can do inference when the ML Model is distributed in one or more MTLFs are not covered yet. 
2. Proposal
It is proposed to capture the following changes in TR 23.700-84.
1- Extend the VFL training when NWDAF is the server/active participant to request the AF to share label or to request the AF to do a loss calculation. This is requires for thos AnalyticsID where the AF has a better label than the one the NWDAF can compute.
2- Extend VFL training to share monitoring convergence reports between participants while training, this enables each participant to take local actions to guarantee that the model converges, and the server to decide to add or remove participants.
3- Extend VFL training to allow the AF to share the weight of the NWDAF intermediate result in the convergence of the ML Model. This allows the NWDAF to understand how much their own feature contribute to the training, and whether local inference can be done (without help from the AF). 
4- Define that the inference is performed by NWDAFs that are both MTLF and AnLF combined. The AF can also do training and inference.
* * * * Start of changes* * * *
6.23.2.4.1	NWDAF as FL Server with VFL capabilities
In this procedure NWDAF is the FL Server/active participant that has the label, i.e. that is determined by NWDAF based on existing OAM provided KPIs related to QoE such packet loss or packet delay as some more listed in clause 6.4 of TS 23.288 [5] or is provided by the FL Client/passive participant i.e, AFs or NWDAFs to NWDAF (MTLF), the label is the value of the QoE for the user.
Alternatively, when the AF or NWDAF does not provide a label, the NWDAF may requests the AF or NWDAF to calculate the loss, this is a extra round to each training intereaction. 





Figure 6.23.2.4.1-1: VFL training - NWDAF is the FL Server with VFL capabilities, and the AF(s) are the FL Clients with VFL Capabilities
0	The NWDAF with MTLF decides to train the ML model using VFL.
1	The NWDAF with MTLF selects the participant AF(s) including alignment of data samples among all of the participants, ensuring interoperability of intermediate results (e.g. for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part), selecting AF(s) that can act as a FL Client with VFL capabilities/passive participant and can share its label or selecting AF(s) that can act as a FL Client with VFL capabilities/passive participant and can calculate and share. It is also possible that some negotiation of the required capabilities to do both either share labels or calculate the loss happens during the selection of participants as well.
2	The NWDAF with MTLF sends a request to each selected participant AF participate in VFL. using Nnef_MLModelTraining_Request (new) (for VFL training inter-domain) or Naf_MLModelTraining_Request (new) (for VFL training intra-domain), including the Analytics ID, requests to train, optionally the request to provide the value label (depending on the AnalyticsID), information provided in the AF profile (such as samples or area or type of features or request to provide model convergence reports) and a maximum response time. The NWDAF may assign a Model identifier that is provided to other participants.
3	The AF, and each AF if there are more than one participant, trains the local ML model with the local input features, as part of this training the AF may collect input data if it is not available, using procedures outside 3GPP scope.
4	Each AF participant transmits the output of the training to the NWDAF, this output is the intermediate results (e.g. activations, in addtion the value of the label if requested in step 2), optionally model convergence reports using Nnef_MLModelTraining_Response (for VFL training inter-domain) or Naf_MLModelTraining_Response (for VFL training intra-domain), before transmitting the intermediate output, the AF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied. 
NOTE:	Any privacy preserving method for sharing intermediate results is to be defined by SA WG3. However, it is expected that the label provided by the AF is either a digital representation or an aggregated value to protect privacy.
5	The NWDAF with MTLF produces an output using the collected intermediate outputs from all the AF participants, it calculates the loss function value based on its own local model and the label that may be provided in step 2, if no label is provided step 6 happens, otherwise step 7 follows.
6	The NWDAF asks the AF to calculate the loss, it sends provide the last produced intermediate result to the AF. The AF calculates the loss, then send it to the NWDAF.
67	The NWDAF with MTLF updates its own local model, calculates an intermediate result (e.g. gradients) that is provided to each AF participant. The NWDAF with MTLF also provides the model convergence report to the AF(s).
78	Each AF participant updates it local model based on the intermediate result (e.g. gradients) and the model convergence reports provided by NWDAF with MTLF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.
Steps 4 to 7 are repeated until NWDAF determines that the gradients are good enough to stop the ML model training. 
89	The NWDAF with MTLF sends a notification that the ML Model is trained to each selected participant AF using Nnef_MLModelTraining_Info (new) (for VFL training inter-domain) or Naf_MLModelTraining_Info (new) (for VFL training intra-domain), including the Analytics ID, and the indication that the ML Model is trained.


* * * * Next Change * * * *
6.23.2.3	VFL capabilities within NF profile
The passive participants such as the AF or the NEF (on behalf of the AF) or the NWDAF registers its VFL capabilities into NRF:
-	FL capability information (extending existing one), whether the AF or NWDAF can act as a FL Server with VFL Capabilities or FL Client with VFL Capabilities or both. (MANDATORY).
-	If FL capability information indicates that the AF or NWDAF can perform VFL then the AF or NWDAF provide the list of Analytics IDs that can train. Per Analytics ID the AF provides:
-	Interoperability information such as, VFL training method (e.g. neural networks, XGBoost, etc). This is a non-specified parameter comparable to ML Model Interoperability Information defined in TS 23.288
-	Dimensionality of the intermediate results (e.g. maximum number of samples and number of nodes).
NOTE: The intermediate results are sent in a container, similar as ML Model File parameter in Nnwdaf_MLModelTraining
-	Whether the FL ClientServer with VFL Capabilities/passive participant can sharereceive labels from FL Client with VFL Capabilities or not (when supervised learning applies).
-	Whether the FL CIient/passive participant can perform loss calculation with the FL Server.
- 	whether the FL client or the FL server can share model convergence reports during the training phase.
-	whether the AF, as FL server (with VFL capabilities) can share the impact on the output of the intermediate results provided by NWDAF during training.
Editor's note:	Whether the FL Server with VFL Capabilities can receive labels from Fl Client, such as AF needs further discussion.
-	(Optional). The list of supported ML features.
-	Other parameters that are listed in clause 6.2A.1 of TS 23.502 [3].
[bookmark: _Hlk166429194]Editor's note:	Whether additional parameters are needed in the VFL profile is FFS.
* * * * Next change * * * *
6.23.2.4.2	AF as FL Server with VFL capabilities
In this procedure the AF is the FL Server with VFL capabilities/active participant that has the label, i.e. the AF collects QoE metrics obtained at the application layer, e.g. user opinion scores per video session per given time interval, the AF determines the perceived QoE that is used as label. The NWDAF is a passive participant that trains the local model based on the ML features e.g. input data for performance measurements provided by 5GC or OAM RAN KPIs or MDAS to NWDAF as those defined in TS 23.288 [5], but not excluding other measurements.


Figure 6.23.2.4.2-1: VFL training - AF acts as FL Server with VFL capabilities
0.	The AF decides to train the ML model using VFL, e.g. due to the need to collect input data from the MNO.
1.	The AF selects the participant NWDAF including alignment of data samples among all of the participants ensuring interoperability of intermediate results (e.g. for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part).
2.	The AF sends a request to the NWDAF to participate in VFL using Nnef_MLModelTraining_Request (new) (for VFL training inter-domain) or Nnwdaf_MLModelTraining_Request (for VFL training intra-domain), including the Analytics ID, indicating that training of the local model is requested, the list of samples result of the sample alignment in step 2, a maximum response time and other relevant parameters from the NWDAF profile such as samples or feature data, the NWDAF does not include any AF features in the training request.
3.	The NWDAF trains the local ML model with the local input features, as part of this training the NWDAF may collect input data if it is not available as defined in TS 23.288 [5].
4.	The NWDAF transmits the output of the training to the AF. this output is the intermediate results (e.g. activations) using Nnwdaf_MLModelTraining_Response that if the AF is outside the MNO domain is provided by NEF to the AF using using Nnef_MLModelTraining_Response (for VFL training inter-domain, before transmitting the intermediate output, the NWDAF needs to ensure that user consent was provided by the end user via UDM or the NWDAF ensures that a privacy preserving method is applied. It may also add model convergence reports indicating how the local model is converging.
NOTE:	Any privacy preserving method for sharing intermediate results is to be defined by SA WG3.
5.	The AF produces an output using the collected intermediate outputs from NWDAF together with the result of the training of the local model, updates the local model and calculates the loss function.
6.	The AF calculates an intermediate result (e.g. gradients) that is provided to the NWDAF participant.The AF may also include model convergence reports. It may also add in another container labels and/or a binary value of the labels plus information on whether mainly the network impacts the output, as agreed in handshake.

NOTE: The extra information can be used by NWDAF to learn what features impact the QoE for the application, which is deemed being one of the main objectives for doing VFL with applications. And is believed to be possible to share when operators co-operate with applications in VFL. Having this info will make it possible to perform Inference without requiring and being dependent on data from the AF.
7.	The NWDAF as passive participant updates its local model or adjust the training settings based on the intermediate result (e.g. gradients) provided by AF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.
Steps 4 to 7 are repeated until AF determines that the intermediate results (e.g. gradients) are good enough to stop the ML model training.
8-	The AF sends a notification that the ML Model is trained to the NWDAF that participated in VFL training using Nnef_MLModelTraining_Info (new) (for VFL training inter-domain) or Naf_MLModelTraining_Info (new) (for VFL training intra-domain), including the Analytics ID, and the indication that the ML Model for this Analytics ID is trained.
* * * * Next change * * * *

6.23.2.5	Inference procedure
The inference process occurs once the training process has been done, the participants server knows that there is a ML Model for an Analytics ID trained and involves determines which ones from the same active and passive participants as in the training, that shall participate in the inference., tThe differences between the VFL training and inference are that both a) there is no need to  active participant do not check the labels, and as such not intermediate results are sent to the passive participantsno need to repeat the process and b) the inference is triggered by the NWDAF (AnLF) or by the AF.
6.23.2.5.1	NWDAF(AnLF) triggers the inference procedure
The NWDAF can also initiate the inference procedures for a ML Model that is trained with active and passive NWDAFs, but it is not shown in the figure below. Note that there may beThe NWDAF that contains an MTLF and AnLF, as such the interface between both will be internal to the NFs.




Figure 6.23.2.5.1-1: NWDAF (AnLF/MTLF) triggers the inference procedure
1.	The NWDAF (AnLF/MTLF) receives a request or subscription to Analytics ID, the NWDAF checks the weight of the local model and local data provided by the AF during the training, if it is good enough to perform local inference without requesting the AF to do training collectively, the NWDAF derives the predictions or statistics and the procedure stops here. If the Analytics ID needs data from the AF to be able to provide inference/predictions to the consumer. The NWDAF (AnLF) has no ML Model available then it finds a NWDAF(MTLF) that has a trained ML Model using VFL with the AF or supports training a ML Model using VFL with the AF for this Analytics ID.
2.	The NWDAF (AnLF) forwards the requests or subscription to the NWDAF (MTLF) to perform inference, it may request to send the inference directly to the consumer.
32.	The NWDAF (AnLF/MTLF) knows that there is a trained ML Model for this Analytics ID using VFL that uses the input data from the AF for the same samples that were included in the Analytics request, otherwise it performs training first as in clause 6.23.2.4.1.
43.	The NWDAF (AnLF/MTLF) then initiates the inference procedure using Nnef_MLModelInference_Request (new) (for VFL inference inter-domain) or Naf_MLModelInference_Request (new) (for VFL training intra-domain), including the Analytics ID, the reference to the model previously trained list of samples and a maximum response time.
5.	The AF, and each AF trains the local ML model with the local input features, as part of this training the AF may collect input data if it is not available, using procedures outside 3GPP scope. Each AF participant transmits the output of the training to the NWDAF using Nnef_MLModelInference_Response (for VFL training inter-domain) or Naf_MLModelInference_Response (for VFL training intra-domain), before transmitting the intermediate output, the AF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE:	Any privacy preserving method for sharing intermediate results is to be defined by SA WG3.
6.	The NWDAF (AnLF/MTLF) produces an output using the collected intermediate outputs from all the AF participants and itself.
7.	The NWDAF (MTLF) provides the Analytics results to either the NWDAF (AnLF) or directly to the consumer as requested in step 1.
Editor's note:	Whether the NWDAF that triggers the training also triggers the inference or different NWDAFs are considered is FFS, as such the procedure will be updated.
6.23.2.5.2	AF triggers the inference procedure




Figure 6.23.2.5.2-1: The AF triggers the inference procedure
1.	The AF performs analytics, then knows that data is needed from NWDAF, but instead a trained ML Model for these analytics using VFL with NWDAF is available for the same samples as the analytics request. The AF decides to ask NWDAF to perform inference of an Analyics ID based on their local data for a list of samples.
2.	The AF sends a request to perform inference to NWDAF (AnLF/MTLF), possibly via NEF, using Nnef_MLModelInference_Request (new) (for VFL inference inter-domain) or Nnwdaf_MLModelInference_Request (new) (for VFL training intra-domain), including the Analytics ID, list of samples and a maximum response time. The NEF translates the list of samples, e.g. GPSIs or External-Group-Id into SUPIs and Internal-Group-Id.
3.	The NWDAF (AnLF/MTLF) performs inference using the local trained ML model with the local input features. The NWDAF transmits the output of the inference to the AF using Nnef_MLModelInference_Response (for VFL training inter-domain) or Nnwdaf_MLModelInference_Response (for VFL training intra-domain), before transmitting the intermediate output, the NWDAF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE:	Any privacy preserving method for sharing intermediate results is to be defined by SA WG3.
4.	The AF produces an output using the collected intermediate inference outputs from the NWDAF and the AF. An Analytics results is available at the AF that takes the NWDAF input data into account.
* * * * End of changes * * * *
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